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Living beings, including humans, are highly adaptive, especially in terms of context and compute

(resources). While intelligent machine learning systems are ubiquitous today, their current rigid design

hinders adaptation as they struggle with ever-changing data, use cases, and deployment settings, requiring

dedicated efforts to function properly. In this thesis, I present my work towards enabling adaptive machine

learning solutions for flexible and seamless deployment across widely changing scenarios. First, I present

Matryoshka information packing for adaptive data representations to handle growing data size and task-

specific usage seamlessly. Then, I build a web-scale search system, AdANNS, leveraging matryoshka

representations to enable adaptive search across data. Next, I extend these principles to the neural networks,

crafting MatFormer models. This next-generation Transformer architecture adapts its computational footprint

based on input and device with minimal overhead during deployment. Along the way, I worked on the first

end-to-end learnable sparsity solution to solve the problem of optimal compute allocation across layers of

neural networks. Further, to address the inherent rigidity in the design of web-scale intelligent systems, I

worked on differentiable search solutions, fundamentally rethinking how large-scale AI pipelines harness data

for continuous improvement. Finally, I conclude with the impact these works had in real-world deployments

and present future works directed towards adaptive contextual and continual intelligence across disciplines.
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Chapter 1

Introduction

Modern intelligent systems are becoming increasingly monolithic, powered by gigantic foundation models

trained on trillions of tokens of web data. To democratize Artificial Intelligence (AI) systems, it is imperative

to ensure that they are not limited to running on multi-accelerator clusters but also on commodity devices like

mobile phones seamlessly. Additionally, foundation models [24] exhibit a performance disparity between

frequently encountered head tasks in the training data and less common tail tasks, necessitating their

adaptation through efficient retrieval of relevant contextual data. Furthermore, echoing human learning

principles, not all tasks are equally challenging or require the entirety of the vast web data – showcasing the

need for adaptivity. My research methodology centers on translating these concepts into practical solutions

for real-world implementation, ensuring that these intelligent systems are adaptive and can be scaled reliably

and responsibly to serve all users equitably.

With the goal of efficient, elastic and contextual intelligence – in short adaptive intelligence, I focus on

building fundamental machine learning (ML) building blocks that encompass: (1) elastic representations and

models for accurate, adaptive and efficient deployment (Chapters 2, 4 and 5) and (2) mechanisms to make

contextual data efficiently accessible to models for equitable adaptation (Chapters 3 and 6).

Chapter 2 introduces the “Matryoshka” way of packing information in a dense vector – the atomic

building block of every ML model. This chapter covers work primarily from Kusupati et al. [147] where

we proposed “Matryoshka” structure in dense vector representations to order the information from left to

right based on importance in a nested fashion. Matryoshka representation learning (MRL) [147] helps neural
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networks output dense vectors that are inherently multi-granular by jointly optimizing the same learning

task at a select few embedding granularities. MRL helps obtain accurate low-dimensional representations of

desired quality and cost/size by taking the appropriate number of leftmost coordinates. This helps elastically

cater to downstream tasks of varying requirements like retrieval, classification, etc., in the transfer learning

paradigm. MRL is simple, scalable, and agnostic to representation learning setups, modalities, and models.

Chapter 3 covers work primarily from Rege et al. [209] where we developed approximate nearest

neighbor search (ANNS) methods that leverage the elastic embeddings for flexible search [209]. We focused

on flexibility within ANNS building blocks by leveraging the multi-granular and elastic MRL representations

for web-scale data. This helped design 2− 10× efficient ANNS indices for web data without compromising

accuracy. Now, matryoshka representations could be used at web-scale for on-the-fly adaptive and equitable

search without the need to rebuild indices across granularities.

Chapter 4 covers work primarily from Devvrit et al. [62] where we introduced elastic universal ma-

tryoshka neural network models – primarily Transformers. We developed MatFormer [62] which brought the

matryoshka structure to all of the Transformer [245] architecture. MatFormer enables extractions of 100s

of smaller accurate models for a wide range of static deployment constraints and also supports dynamic

conditional inference on-the-fly based on task hardness [218, 121, 32] and resource constraints. Additionally,

MatFormer provides smaller submodels that are inherently consistent with the universal model due to the

preservation of metric-space structure. This allows for significant speed-ups in inference time optimization of

generative language models [157] as well as enabling adaptive query encoders for large-scale retrieval for

the first time. Similar to MRL, MatFormer is domain and setup agnostic while scaling, to internet-scale, as

reliably as the default Transformer. Overall, MatFormer is a next-generation architecture that elicits elasticity

and virtualization within foundation models that form the basis of modern-day web-scale intelligent systems.

Chapter 5 takes a slight detour towards solving the problem of compute allocation across neural network

layers – which is important for the adaptive deployment of MatFormer models. This chapter primarily covers

work from Kusupati et al. [145] where we introduced the concept of learnable sparsity which was the first

end-to-end differentiable method that achieved state-of-the-art “Accuracy vs FLOPs vs Model size”.

Chapter 6 covers work from Kusupati et al. [146] where we fundamentally rethought traditional search by

learning compact binary codes for data points that double as accurate representations and efficient web-scale
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indices. We formulated entire pipeline as a representation learning problem, through the lens of compression

and scalable instance classification, where each data point is assigned a learned low-dimensional binary

code [146]. These binary codes have the required semantic information for downstream tasks, while also

acting as a native hash-based index for all the data points. This works at scale resulting in an accurate encoding

of 1 Million images with just 20 bits per image which also serves as an extremely efficient web-scale index

for search on-demand. Rethinking search to be end-to-end differentiable and free of scaffolds [143] can result

in large amounts of data being available for offline search based on the context during deployment.

During my PhD, I also had the wonderful opportunity to work on deploying efficient ML solutions

for HCI applications[120], large-scale multi-modal models [277], better object-centric [252] and continual

learning [251], web-scale datasets for underserved tasks like 3D modeling [54] and multi-lingual NLP [139],

web-scale state-of-the-art text embeddings [154], state-of-the-art image to scene synthesis [253] and novel

autoregressive decoding algorithms [226].

I conclude with a short discussion on the real-world impact of the work presented in this thesis and talk

about future directions spanning indexing the world, contextual, and continually learning foundation models

in Chapter 7. The overarching theme of my research is to improve the building blocks of ML systems to do

more for the same resource usage with simple and scalable techniques – adaptive ML building blocks. Due

to the fundamental nature, the techniques I built, for modeling and retrieving data, work together seamlessly

and can help build truly elastic and adaptive web-scale intelligent systems to serve the users dynamically and

equitably based on task, context, and resource constraints. Finally, each of these research directions stands on

its merit in solving high-impact fundamental problems like large-scale search and efficient deployment that

have potential applications across various fields that extend beyond computer science.
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Chapter 2

Matryoshka Representation Learning

2.1 Overview

Learned representations are a central component in modern ML systems, serving a multitude of downstream

tasks. When training such representations, it is often the case that computational and statistical constraints for

each downstream task are unknown. In this context, rigid fixed-capacity representations can be either over or

under-accommodating to the task at hand. This leads us to ask: can we design a flexible representation that

can adapt to multiple downstream tasks with varying computational resources? In this chapter, our main

contribution is Matryoshka Representation Learning (MRL) which encodes information at different

granularities and allows a single embedding to adapt to the computational constraints of downstream

tasks. MRL minimally modifies existing representation learning pipelines and imposes no additional cost

during inference and deployment. MRL learns coarse-to-fine representations that are at least as accurate

and rich as independently trained low-dimensional representations. The flexibility within the learned

Matryoshka Representations offer: (a) up to 14× smaller embedding size for ImageNet-1K classification

at the same level of accuracy; (b) up to 14× real-world speed-ups for large-scale retrieval on ImageNet-1K and

4K; and (c) up to 2% accuracy improvements for long-tail few-shot classification, all while being as robust as

the original representations. Finally, we show that MRL extends seamlessly to web-scale datasets (ImageNet,

JFT) across various modalities – vision (ViT, ResNet), vision + language (ALIGN) and language (BERT).

MRL code and pretrained models are open-sourced at https://github.com/RAIVNLab/MRL.
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2.2 Introduction

Learned representations [153] are fundamental building blocks of real-world ML systems [190, 248]. Trained

once and frozen, d-dimensional representations encode rich information and can be used to perform multiple

downstream tasks [17]. The deployment of deep representations has two steps: (1) an expensive yet

constant-cost forward pass to compute the representation [98] and (2) utilization of the representation

for downstream applications [134, 244]. Compute costs for the latter part of the pipeline scale with the

embedding dimensionality as well as the data size (N ) and label space (L). At web-scale [51, 235] this

utilization cost overshadows the feature computation cost. The rigidity in these representations forces the

use of high-dimensional embedding vectors across multiple tasks despite the varying resource and accuracy

constraints that require flexibility.

Human perception of the natural world has a naturally coarse-to-fine granularity [94, 103]. However,

perhaps due to the inductive bias of gradient-based training [232], deep learning models tend to diffuse

“information” across the entire representation vector. The desired elasticity is usually enabled in the existing

flat and fixed representations either through training multiple low-dimensional models [98], jointly optimizing

sub-networks of varying capacity [30, 275] or post-hoc compression [109, 165]. Each of these techniques

struggle to meet the requirements for adaptive large-scale deployment either due to training/maintenance

overhead, numerous expensive forward passes through all of the data, storage and memory cost for multiple

copies of encoded data, expensive on-the-fly feature selection or a significant drop in accuracy. By encoding

coarse-to-fine-grained representations, which are as accurate as the independently trained counterparts, we

learn with minimal overhead a representation that can be deployed adaptively at no additional cost during

inference.

We introduce Matryoshka Representation Learning (MRL) to induce flexibility in the learned

representation. MRL learns representations of varying capacities within the same high-dimensional vector

through explicit optimization of O(log(d)) lower-dimensional vectors in a nested fashion, hence the name

Matryoshka. MRL can be adapted to any existing representation pipeline and is easily extended to many

standard tasks in computer vision and natural language processing. Figure 2.1 illustrates the core idea

of Matryoshka Representation Learning (MRL) and the adaptive deployment settings of the learned

Matryoshka Representations.
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Figure 2.1: Matryoshka Representation Learning is
adaptable to any representation learning setup and begets a
Matryoshka Representation z by optimizing the original loss L(.) at
O(log(d)) chosen representation sizes. Matryoshka Representation
can be utilized effectively for adaptive deployment across environments
and downstream tasks.

The first m-dimensions, m ∈ [d],

of the Matryoshka Representation is

an information-rich low-dimensional vec-

tor, at no additional training cost,

that is as accurate as an indepen-

dently trained m-dimensional represen-

tation. The information within the

Matryoshka Representation increases

with the dimensionality creating a coarse-

to-fine grained representation, all without

significant training or additional deploy-

ment overhead. MRL equips the representation vector with the desired flexibility and multifidelity that

can ensure a near-optimal accuracy-vs-compute trade-off. With these advantages, MRL enables adaptive

deployment based on accuracy and compute constraints.

The Matryoshka Representations improve efficiency for large-scale classification and retrieval with-

out any significant loss of accuracy. While there are potentially several applications of coarse-to-fine

Matryoshka Representations, in this work we focus on two key building blocks of real-world ML systems:

large-scale classification and retrieval. For classification, we use adaptive cascades with the variable-size

representations from a model trained with MRL, significantly reducing the average dimension of embeddings

needed to achieve a particular accuracy. For example, on ImageNet-1K, MRL + adaptive classification results

in up to a 14× smaller representation size at the same accuracy as baselines (Section 2.5.2). Similarly, we

use MRL in an adaptive retrieval system. Given a query, we shortlist retrieval candidates using the first few

dimensions of the query embedding, and then successively use more dimensions to re-rank the retrieved set.

A simple implementation of this approach leads to 128× theoretical (in terms of FLOPS) and 14× wall-clock

time speedups compared to a single-shot retrieval system that uses a standard embedding vector; note that

MRL’s retrieval accuracy is comparable to that of single-shot retrieval (Section 2.5.3). Finally, as MRL

explicitly learns coarse-to-fine representation vectors, intuitively it should share more semantic information

among its various dimensions (Figure 2.5). This is reflected in up to 2% accuracy gains in long-tail continual
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learning settings while being as robust as the original embeddings. Furthermore, due to its coarse-to-fine

grained nature, MRL can also be used as method to analyze hardness of classification among instances and

information bottlenecks.

We make the following key contributions:

1. We introduce Matryoshka Representation Learning (MRL) to obtain flexible representations

(Matryoshka Representations) for adaptive deployment (Section 2.4).

2. Up to 14× faster yet accurate large-scale classification and retrieval using MRL (Section 2.5).

3. Seamless adaptation of MRL across modalities (vision - ResNet & ViT, vision + language - ALIGN,

language - BERT) and to web-scale data (ImageNet-1K/4K, JFT-300M and ALIGN data).

4. Further analysis of MRL’s representations in the context of other downstream tasks (Section 2.6).

2.3 Related Work

Representation Learning. Large-scale datasets like ImageNet [55, 215] and JFT [235] enabled the learning

of general purpose representations for computer vision [17, 270]. These representations are typically learned

through supervised and un/self-supervised learning paradigms. Supervised pretraining [98, 137, 229] casts

representation learning as a multi-class/label classification problem, while un/self-supervised learning learns

representation via proxy tasks like instance classification [268] and reconstruction [100, 181]. Recent

advances [41, 99] in contrastive learning [92] enabled learning from web-scale data [65] that powers large-

capacity cross-modal models [58, 127, 202, 277]. Similarly, natural language applications are built [112]

on large language models [27] that are pretrained [198, 214] in a un/self-supervised fashion with masked

language modelling [61] or autoregressive training [201].

Matryoshka Representation Learning (MRL) is complementary to all these setups and can be

adapted with minimal overhead (Section 2.4). MRL equips representations with multifidelity at no additional

cost which enables adaptive deployment based on the data and task (Section 2.5).

Efficient Classification and Retrieval. Efficiency in classification and retrieval during inference can be

studied with respect to the high yet constant deep featurization costs or the search cost which scales with

the size of the label space and data. Efficient neural networks address the first issue through a variety of
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algorithms [81, 145] and design choices [111, 144, 237]. However, with a strong featurizer, most of the issues

with scale are due to the linear dependence on number of labels (L), size of the data (N ) and representation

size (d), stressing RAM, disk and processor all at the same time.

The sub-linear complexity dependence on number of labels has been well studied in context of com-

pute [16, 122, 200] and memory [64] using Approximate Nearest Neighbor Search (ANNS) [179] or

leveraging the underlying hierarchy [56, 146]. In case of the representation size, often dimensionality

reduction [216, 242], hashing techniques [50, 142, 217] and feature selection [182] help in alleviating se-

lective aspects of the O(d) scaling at a cost of significant drops in accuracy. Lastly, most real-world search

systems [38, 51] are often powered by large-scale embedding based retrieval [37, 190] that scales in cost with

the ever increasing web-data. While categorization [244, 272] clusters similar things together, it is imperative

to be equipped with retrieval capabilities that can bring forward every instance [26]. Approximate Nearest

Neighbor Search (ANNS) [118] makes it feasible with efficient indexing [50] and traversal [19, 22] to present

the users with the most similar documents/images from the database for a requested query. Widely adopted

HNSW [179] (O(d log(N))) is as accurate as exact retrieval (O(dN)) at the cost of a graph-based index

overhead for RAM and disk [125].

MRL tackles the linear dependence on embedding size, d, by learning multifidelity Matryoshka Rep-

resentations. Lower-dimensional Matryoshka Representations are as accurate as independently trained

counterparts without the multiple expensive forward passes. Matryoshka Representations provide an inter-

mediate abstraction between high-dimensional vectors and their efficient ANNS indices through the adaptive

embeddings nested within the original representation vector (Section 2.5). All other aforementioned efficiency

techniques are complementary and can be readily applied to the learned Matryoshka Representations obtained

from MRL.

Several works in efficient neural network literature [30, 250, 275] aim at packing neural networks of

varying capacity within the same larger network. However, the weights for each progressively smaller

network can be different and often require distinct forward passes to isolate the final representations. This is

detrimental for adaptive inference due to the need for re-encoding the entire retrieval database with expensive

sub-net forward passes of varying capacities. Several works [70, 83, 188, 160] investigate the notions

of intrinsic dimensionality and redundancy of representations and objective spaces pointing to minimum
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description length [212]. Finally, ordered representations proposed by Rippel et al. [211] use nested dropout

in the context of autoencoders to learn nested representations. MRL differentiates itself in formulation by

optimizing only for O(log(d)) nesting dimensions instead of O(d). Despite this, MRL diffuses information to

intermediate dimensions interpolating between the optimized Matryoshka Representation sizes accurately

(Figure 2.5); making web-scale feasible.

2.4 Matryoshka Representation Learning

For d ∈ N, consider a set M ⊂ [d] of representation sizes. For a datapoint x in the input domain X ,

our goal is to learn a d-dimensional representation vector z ∈ Rd. For every m ∈ M, Matryoshka

Representation Learning (MRL) enables each of the first m dimensions of the embedding vector, z1:m ∈ Rm

to be independently capable of being a transferable and general purpose representation of the datapoint x.

We obtain z using a deep neural network F ( · ; θF ) : X → Rd parameterized by learnable weights θF , i.e.,

z := F (x; θF ). The multi-granularity is captured through the set of the chosen dimensionsM, that contains

less than log(d) elements, i.e., |M| ≤ ⌊log(d)⌋. The usual setM consists of consistent halving until the

representation size hits a low information bottleneck. We discuss the design choices in Section 2.5 for each

of the representation learning settings.

For the ease of exposition, we present the formulation for fully supervised representation learning via

multi-class classification. Matryoshka Representation Learning modifies the typical setting to become

a multi-scale representation learning problem on the same task. For example, we train ResNet50 [98] on

ImageNet-1K [215] which embeds a 224× 224 pixel image into a d = 2048 representation vector and then

passed through a linear classifier to make a prediction, ŷ among the L = 1000 labels. For MRL, we choose

M = {8, 16, . . . , 1024, 2048} as the nesting dimensions.

Suppose we are given a labelled dataset D = {(x1, y1), . . . , (xN , yN )} where xi ∈ X is an input point

and yi ∈ [L] is the label of xi for all i ∈ [N ]. MRL optimizes the multi-class classification loss for each of

the nested dimension m ∈M using standard empirical risk minimization using a separate linear classifier,

parameterized by W(m) ∈ RL×m. All the losses are aggregated after scaling with their relative importance
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(cm ≥ 0)m∈M respectively. That is, we solve

min
{W(m)}

m∈M, θF

1

N

∑
i∈[N ]

∑
m∈M

cm · L
(
W(m) · F (xi; θF )1:m ; yi

)
, (2.1)

where L : RL × [L] → R+ is the multi-class softmax cross-entropy loss function. This is a standard

optimization problem that can be solved using sub-gradient descent methods. We set all the importance

scales, cm = 1 for all m ∈M; see Section 2.6 for ablations. Lastly, despite only optimizing for O(log(d))

nested dimensions, MRL results in accurate representations, that interpolate, for dimensions that fall between

the chosen granularity of the representations (Section 2.5.2).

We call this formulation as Matryoshka Representation Learning (MRL). A natural way to make this

efficient is through weight-tying across all the linear classifiers, i.e., by defining W(m) = W1:m for a set of

common weights W ∈ RL×d. This would reduce the memory cost due to the linear classifiers by almost half,

which would be crucial in cases of extremely large output spaces [244, 272]. This variant is called Efficient

Matryoshka Representation Learning (MRL–E). Refer to Algorithms in Appendix A of Kusupati et al.

[147] for the building blocks of Matryoshka Representation Learning (MRL).

Adaptation to Learning Frameworks. MRL can be adapted seamlessly to most representation learning

frameworks at web-scale with minimal modifications (Section 2.5.1). For example, MRL’s adaptation to

masked language modelling reduces to MRL–E due to the weight-tying between the input embedding matrix

and the linear classifier. For contrastive learning, both in context of vision & vision + language, MRL is

applied to both the embeddings that are being contrasted with each other. The presence of normalization on

the representation needs to be handled independently for each of the nesting dimension for best results (see

Appendix C of Kusupati et al. [147] for more details).

2.5 Applications

In this section, we discuss Matryoshka Representation Learning (MRL) for a diverse set of applications

along with an extensive evaluation of the learned multifidelity representations. Further, we showcase the

downstream applications of the learned Matryoshka Representations for flexible large-scale deployment
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Figure 2.2: ImageNet-1K linear classification ac-
curacy of ResNet50 models. MRL is as accurate
as the independently trained FF models for every
representation size.
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Figure 2.3: ImageNet-1K 1-NN accuracy of
ResNet50 models measuring the representation qual-
ity for downstream task. MRL outperforms all the
baselines across all representation sizes.

through (a) Adaptive Classification (AC) and (b) Adaptive Retrieval (AR).

2.5.1 Representation Learning

We adapt Matryoshka Representation Learning (MRL) to various representation learning setups (a) Super-

vised learning for vision: ResNet50 [98] on ImageNet-1K [215] and ViT-B/16 [67] on JFT-300M [235], (b)

Contrastive learning for vision + language: ALIGN model with ViT-B/16 vision encoder and BERT language

encoder on ALIGN data [127] and (c) Masked language modelling: BERT [61] on English Wikipedia and

BooksCorpus [283]. Please refer to Appendices B and C of Kusupati et al. [147] for details regarding the

model architectures, datasets and training specifics.

We do not search for best hyper-parameters for all MRL experiments but use the same hyper-parameters

as the independently trained baselines. ResNet50 outputs a 2048-dimensional representation while ViT-B/16

and BERT-Base output 768-dimensional embeddings for each data point. We use

M = {8, 16, 32, 64, 128, 256, 512, 1024, 2048} andM = {12, 24, 48, 96, 192, 384, 768} as the explicitly

optimized nested dimensions respectively. Lastly, we extensively compare the MRL and MRL–E models to

independently trained low-dimensional (fixed feature) representations (FF), dimensionality reduction (SVD),

sub-net method (slimmable networks [275]) and randomly selected features of the highest capacity FF model.

In section 2.5.2, we evaluate the quality and capacity of the learned representations through linear
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classification/probe (LP) and 1-nearest neighbour (1-NN) accuracy. Experiments show that MRL models

remove the dependence on |M| resource-intensive independently trained models for the coarse-to-fine

representations while being as accurate. Lastly, we show that despite optimizing only for |M| dimensions,

MRL models diffuse the information, in an interpolative fashion, across all the d dimensions providing the

finest granularity required for adaptive deployment.

2.5.2 Classification

Figure 2.2 compares the linear classification accuracy of ResNet50 models trained and evaluated on ImageNet-

1K. ResNet50–MRL model is at least as accurate as each FF model at every representation size inM while

MRL–E is within 1% starting from 16-dim. Similarly, Figure 2.3 showcases the comparison of learned

representation quality through 1-NN accuracy on ImageNet-1K (trainset with 1.3M samples as the database

and validation set with 50K samples as the queries). Matryoshka Representations are up to 2% more

accurate than their fixed-feature counterparts for the lower-dimensions while being as accurate elsewhere. 1-

NN accuracy is an excellent proxy, at no additional training cost, to gauge the utility of learned representations

in the downstream tasks.

We also evaluate the quality of the representations from training ViT-B/16 on JFT-300M alongside the

ViT-B/16 vision encoder of the ALIGN model – two web-scale setups. Due to the expensive nature of

these experiments, we only train the highest capacity fixed feature model and choose random features for

evaluation in lower-dimensions. Web-scale is a compelling setting for MRL due to its relatively inexpensive

training overhead while providing multifidelity representations for downstream tasks. Figure 2.4, evaluated

with 1-NN on ImageNet-1K, shows that all the MRL models for JFT and ALIGN are highly accurate while

providing an excellent cost-vs-accuracy trade-off at lower-dimensions. These experiments show that MRL

seamlessly scales to large-scale models and web-scale datasets while providing the otherwise prohibitively

expensive multi-granularity in the process. We also have similar observations when pretraining BERT; please

see Appendix D.2 of Kusupati et al. [147] for more details. Our experiments also show that post-hoc

compression (SVD), linear probe on random features, and sub-net style slimmable networks drastically

lose accuracy compared to MRL as the representation size decreases. Finally, Figure 2.5 shows that, while

MRL explicitly optimizes O(log(d)) nested representations – removing the O(d) dependence [211] –, the
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Figure 2.4: ImageNet-1K 1-NN accuracy for ViT-
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Figure 2.5: Despite optimizing MRL only for
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models; the accuracy in the intermediate dimensions
shows interpolating behaviour.

coarse-to-fine grained information is interpolated across all d dimensions providing highest flexibility for

adaptive deployment.

Adaptive Classification

The flexibility and coarse-to-fine granularity within Matryoshka Representations allows model cascades [246]

for Adaptive Classification (AC) [94]. Unlike standard model cascades [258], MRL does not require multiple

expensive neural network forward passes. To perform AC with an MRL trained model, we learn thresholds

on the maximum softmax probability [104] for each nested classifier on a holdout validation set. We then use

these thresholds to decide when to transition to the higher dimensional representation (e.g 8→ 16→ 32)

of the MRL model. Appendix D.1 of Kusupati et al. [147] discusses the implementation and learning of

thresholds for cascades used for adaptive classification in detail.

Figure 2.6 shows the comparison between cascaded MRL representations (MRL–AC) and independently

trained fixed feature (FF) models on ImageNet-1K with ResNet50. We computed the expected representation

size for MRL–AC based on the final dimensionality used in the cascade. We observed that MRL–AC was

as accurate, 76.30%, as a 512-dimensional FF model but required an expected dimensionality of ∼ 37

while being only 0.8% lower than the 2048-dimensional FF baseline. Note that all MRL–AC models are

significantly more accurate than the FF baselines at comparable representation sizes. MRL–AC uses up to

∼ 14× smaller representation size for the same accuracy which affords computational efficiency as the label

space grows [244]. Lastly, our results with MRL–AC indicate that instances and classes vary in difficulty
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which we analyze in Section 2.6 and Appendix J of Kusupati et al. [147].

2.5.3 Retrieval

Nearest neighbour search with learned representations powers a plethora of retrieval and search applica-

tions [51, 248, 38, 190]. In this section, we discuss the image retrieval performance of the pretrained ResNet50

models (Section 2.5.1) on two large-scale datasets ImageNet-1K [215] and ImageNet-4K. ImageNet-1K has a

database size of ∼1.3M and a query set of 50K samples uniformly spanning 1000 classes. We also introduce

ImageNet-4K which has a database size of ∼4.2M and query set of ∼200K samples uniformly spanning

4202 classes (see Appendix B of Kusupati et al. [147] for details). A single forward pass on ResNet50 costs

4 GFLOPs while exact retrieval costs 2.6 GFLOPs per query for ImageNet-1K. Although retrieval overhead

is 40% of the total cost, retrieval cost grows linearly with the size of the database. ImageNet-4K presents a

retrieval benchmark where the exact search cost becomes the computational bottleneck (8.6 GFLOPs per

query). In both these settings, the memory and disk usage are also often bottlenecked by the large databases.

However, in most real-world applications exact search, O(dN), is replaced with an approximate nearest

neighbor search (ANNS) method like HNSW [179], O(d log(N)), with minimal accuracy drop at the cost of

additional memory overhead.

The goal of image retrieval is to find images that belong to the same class as the query using representations

obtained from a pretrained model. In this section, we compare retrieval performance using mean Average

Precision @ 10 (mAP@10) which comprehensively captures the setup of relevant image retrieval at scale.

We measure the cost per query using exact search in MFLOPs. All embeddings are unit normalized and

retrieved using the L2 distance metric. Lastly, we report an extensive set of metrics spanning mAP@k and

P@k for k = {10, 25, 50, 100} and real-world wall-clock times for exact search and HNSW. See Appendices

E and F of Kusupati et al. [147] for more details.

Figure 2.7 compares the mAP@10 performance of ResNet50 representations on ImageNet-1K across

dimensionalities for MRL, MRL–E, FF, slimmable networks along with post-hoc compression of vectors

using SVD and random feature selection. Matryoshka Representations are often the most accurate while

being up to 3% better than the FF baselines. Similar to classification, post-hoc compression and slimmable

network baselines suffer from significant drop-off in retrieval mAP@10 with ≤ 256 dimensions. Appendix E
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Figure 2.6: Adaptive classification on MRL
ResNet50 using cascades results in 14× smaller rep-
resentation size for the same level of accuracy on
ImageNet-1K (∼ 37 vs 512 dims for 76.3%).
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Figure 2.7: mAP@10 for Image Retrieval on
ImageNet-1K with ResNet50. MRL consistently
produces better retrieval performance over the base-
lines across all the representation sizes.

of Kusupati et al. [147] discusses the mAP@10 of the same models on ImageNet-4K.

MRL models are capable of performing accurate retrieval at various granularities without the additional

expense of multiple model forward passes for the web-scale databases. FF models also generate independent

databases which become prohibitively expense to store and switch in between. Matryoshka Representations

enable adaptive retrieval (AR) which alleviates the need to use full-capacity representations, d = 2048,

for all data and downstream tasks. Lastly, all the vector compression techniques [165, 126] used as part

of the ANNS pipelines are complimentary to Matryoshka Representations and can further improve the

efficiency-vs-accuracy trade-off.

Adaptive Retrieval

We benchmark MRL in the adaptive retrieval setting (AR) [134]. For a given query image, we obtained a

shortlist, K = 200, of images from the database using a lower-dimensional representation, e.g. Ds = 16

followed by reranking with a higher capacity representation, e.g. Dr = 2048. In real-world scenarios where

top ranking performance is the key objective, measured with mAP@k where k covers a limited yet crucial

real-estate, AR provides significant compute and memory gains over single-shot retrieval with representations

of fixed dimensionality. Finally, the most expensive part of AR, as with any retrieval pipeline, is the nearest

neighbour search for shortlisting. For example, even naive re-ranking of 200 images with 2048 dimensions
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Figure 2.8: The trade-off between mAP@10 vs MFLOPs/Query for Adaptive Retrieval (AR) on ImageNet-
1K (left) and ImageNet-4K (right). Every combination of Ds & Dr falls above the Pareto line (orange dots)
of single-shot retrieval with a fixed representation size while having configurations that are as accurate while
being up to 14× faster in real-world deployment. Funnel retrieval is almost as accurate as the baseline while
alleviating some of the parameter choices of Adaptive Retrieval.

only costs 400 KFLOPs. While we report exact search cost per query for all AR experiments, the shortlisting

component of the pipeline can be sped-up using ANNS (HNSW). Appendix I of Kusupati et al. [147] has a

detailed discussion on compute cost for exact search, memory overhead of HNSW indices and wall-clock

times for both implementations. We note that using HNSW with 32 neighbours for shortlisting does not

decrease accuracy during retrieval.

Figure 2.8 showcases the compute-vs-accuracy trade-off for adaptive retrieval using Matryoshka Repre-

sentations compared to single-shot using fixed features with ResNet50 on ImageNet-1K. We observed that

all AR settings lied above the Pareto frontier of single-shot retrieval with varying representation sizes. In

particular for ImageNet-1K, we show that the AR model with Ds = 16 & Dr = 2048 is as accurate as single-

shot retrieval with d = 2048 while being ∼ 128× more efficient in theory and ∼ 14× faster in practice

(compared using HNSW on the same hardware). We show similar trends with ImageNet-4K, but note that we

require Ds = 64 given the increased difficulty of the dataset. This results in∼ 32× and∼ 6× theoretical and

in-practice speedups respectively. Lastly, while K = 200 works well for our adaptive retrieval experiments,

we ablated over the shortlist size k in Appendix K.2 of Kusupati et al. [147] and found that the accuracy

gains stopped after a point, further strengthening the use-case for Matryoshka Representation Learning

and adaptive retrieval.

Even with adaptive retrieval, it is hard to determine the choice of Ds & Dr. In order to alleviate this issue

to an extent, we propose Funnel Retrieval, a consistent cascade for adaptive retrieval. Funnel thins out the
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initial shortlist by a repeated re-ranking and shortlisting with a series of increasing capacity representations.

Funnel halves the shortlist size and doubles the representation size at every step of re-ranking. For example

on ImageNet-1K, a funnel with the shortlist progression of 200→ 100→ 50→ 25→ 10 with the cascade

of 16 → 32 → 64 → 128 → 256 → 2048 representation sizes within Matryoshka Representation is as

accurate as the single-shot 2048-dim retrieval while being ∼ 128× more efficient theoretically (see Appendix

F of Kusupati et al. [147] for more results). All these results showcase the potential of MRL and AR for

large-scale multi-stage search systems [51].

2.6 Further Analysis and Ablations

Robustness. We evaluate the robustness of the MRL models trained on ImageNet-1K on out-of-domain

datasets, ImageNetV2/R/A/Sketch [207, 106, 107, 254], and compare them to the FF baselines. Table 17 in

Appendix H of Kusupati et al. [147] demonstrates that Matryoshka Representations for classification are

at least as robust as the original representation while improving the performance on ImageNet-A by 0.6% – a

20% relative improvement. We also study the robustness in the context of retrieval by using ImageNetV2

as the query set for ImageNet-1K database. Table 9 in Appendix E of Kusupati et al. [147] shows that

MRL models have more robust retrieval compared to the FF baselines by having up to 3% higher mAP@10

performance. This observation also suggests the need for further investigation into robustness using nearest

neighbour based classification and retrieval instead of the standard linear probing setup. We also find that

the zero-shot robustness of ALIGN-MRL (Table 18 in Appendix H of Kusupati et al. [147]) agrees with the

observations made by Wortsman et al. [267]. Lastly, Table 6 in Appendix D.2 of Kusupati et al. [147] shows

that MRL also improves the cosine similarity span between positive and random image-text pairs.

Few-shot and Long-tail Learning. We exhaustively evaluated few-shot learning on MRL models using

nearest class mean [219]. Table 15 in Appendix G of Kusupati et al. [147] shows that that representations

learned through MRL perform comparably to FF representations across varying shots and number of classes.

Matryoshka Representations realize a unique pattern while evaluating on FLUID [249], a long-tail

sequential learning framework. We observed that MRL provides up to 2% accuracy higher on novel

classes in the tail of the distribution, without sacrificing accuracy on other classes (Table 16 in Appendix G

40



(a
)

(b
)

(c
)

Figure 2.9: Grad-CAM [224] progression of predictions in MRL model across 8, 16, 32 and 2048 dimen-
sions. (a) 8-dimensional representation confuses due to presence of other relevant objects (with a larger field
of view) in the scene and predicts “shower cap” ; (b) 8-dim model confuses within the same super-class
of “boa” ; (c) 8 and 16-dim models incorrectly focus on the eyes of the doll ("sunglasses") and not the
"sweatshirt" which is correctly in focus at higher dimensions; MRL fails gracefully in these scenarios and
shows potential use cases of disagreement across dimensions.

of Kusupati et al. [147]). Additionally we find the accuracy between low-dimensional and high-dimensional

representations is marginal for pretrain classes. We hypothesize that the higher-dimensional representations

are required to differentiate the classes when few training examples of each are known. This results provides

further evidence that different tasks require varying capacity based on their difficulty.

Disagreement across Dimensions. The information packing in Matryoshka Representations often results

in gradual increase of accuracy with increase in capacity. However, we observed that this trend was not

ubiquitous and certain instances and classes were more accurate when evaluated with lower-dimensions

(Figure 12 in Appendix J of Kusupati et al. [147]). With perfect routing of instances to appropriate dimension,

MRL can gain up to 4.6% classification accuracy. At the same time, the low-dimensional models are less
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accurate either due to confusion within the same superclass [71] of the ImageNet hierarchy or presence of

multiple objects of interest. Figure 2.9 showcases 2 such examples for 8-dimensional representation. These

results along with Appendix J of Kusupati et al. [147] put forward the potential for MRL to be a systematic

framework for analyzing the utility and efficiency of information bottlenecks.

Superclass Accuracy. As the information bottleneck becomes smaller, the overall accuracy on fine-

grained classes decreases rapidly (Figure 2.3). However, the drop-off is not as significant when evaluated

at a superclass level (Table 24 in Appendix J of Kusupati et al. [147]). Figure 2.10 presents that this

phenomenon occurs with both MRL and FF models; MRL is more accurate across dimensions. This shows

that tight information bottlenecks while not highly accurate for fine-grained classification, do capture required

semantic information for coarser classification that could be leveraged for adaptive routing for retrieval and

classification. Mutifidelity of Matryoshka Representation naturally captures the underlying hierarchy of

the class labels with one single model. Lastly, Figure 2.11 showcases the accuracy trends per superclass with

MRL. The utility of additional dimensions in distinguishing a class from others within the same superclass is

evident for “garment” which has up to 11% improvement for 8→ 16 dimensional representation transition.

We also observed that superclasses such as “oscine (songbird)” had a clear visual distinction between the

object and background and thus predictions using 8 dimensions also led to a good inter-class separability

within the superclass.

8 16 32 64 12
8

25
6

51
2

10
24

20
48

Representation Size

84

86

88

90

To
p-

1 
A

cc
ur

ac
y 

(%
) MRL

FF

Figure 2.10: 31-way ImageNet-1K superclass clas-
sification across representation size for MRL & FF
models showing the capture of underlying hierarchy
through tight information bottlenecks.
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ImageNet-1K.
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2.6.1 Ablations

Table 26 in Appendix K of Kusupati et al. [147] presents that Matryoshka Representations can be enabled

within off-the-shelf pretrained models with inexpensive partial finetuning thus paving a way for ubiquitous

adoption of MRL. At the same time, Table 27 in Appendix C of Kusupati et al. [147] indicates that with

optimal weighting of the nested losses we could improve accuracy of lower-dimensions representations

without accuracy loss. Tables 28 and 29 in Appendix C of Kusupati et al. [147] ablate over the choice of

initial granularity and spacing of the granularites. Table 28 reaffirms the design choice to shun extremely low

dimensions that have poor classification accuracy as initial granularity for MRL while Table 29 confirms the

effectiveness of logarthmic granularity spacing inspired from the behaviour of accuracy saturation across

dimensions over uniform. Lastly, Tables 30 and 31 in Appendix K.2 show that the retrieval performance

saturates after a certain shortlist dimension and length depending on the complexity of the dataset.

2.7 Discussion and Conclusions

The results in Section 2.6.1 reveal interesting weaknesses of MRL that would be logical directions for

future work. (1) Optimizing the weightings of the nested losses to obtain a Pareto optimal accuracy-vs-

efficiency trade-off – a potential solution could emerge from adaptive loss balancing aspects of anytime

neural networks [114]. (2) Using different losses at various fidelities aimed at solving a specific aspect of

adaptive deployment – e.g. high recall for 8-dimension and robustness for 2048-dimension. (3) Learning a

search data-structure, like differentiable k-d tree, on top of Matryoshka Representation to enable dataset

and representation aware retrieval. (4) Finally, the joint optimization of multi-objective MRL combined with

end-to-end learnable search data-structure to have data-driven adaptive large-scale retrieval for web-scale

search applications.

In conclusion, we presented Matryoshka Representation Learning (MRL), a flexible representation

learning approach that encodes information at multiple granularities in a single embedding vector. This

enables the MRL to adapt to a downstream task’s statistical complexity as well as the available compute

resources. We demonstrate that MRL can be used for large-scale adaptive classification as well as adaptive

retrieval. On standard benchmarks, MRL matches the accuracy of the fixed-feature baseline despite using
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14× smaller representation size on average. Furthermore, the Matryoshka Representation based adaptive

shortlisting and re-ranking system ensures comparable mAP@10 to the baseline while being 128× cheaper

in FLOPs and 14× faster in wall-clock time. Finally, most of the efficiency techniques for model inference

and vector search are complementary to MRL further assisting in deployment at the compute-extreme

environments.
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Chapter 3

AdANNS: A Framework for Adaptive

Semantic Search

3.1 Overview

Web-scale search systems learn an encoder to embed a given query which is then hooked into an approximate

nearest neighbor search (ANNS) pipeline to retrieve similar data points. To accurately capture tail queries and

data points, learned representations typically are rigid, high-dimensional vectors that are generally used as-is

in the entire ANNS pipeline and can lead to computationally expensive retrieval. In this chapter, we argue that

instead of rigid representations, different stages of ANNS can leverage adaptive representations of varying

capacities to achieve significantly better accuracy-compute trade-offs, i.e., stages of ANNS that can get away

with more approximate computation should use a lower-capacity representation of the same data point. To

this end, we introduce AdANNS , a novel ANNS design framework that explicitly leverages the flexibility

of Matryoshka Representations [147] introduced in Chapter 2. We demonstrate state-of-the-art accuracy-

compute trade-offs using novel AdANNS-based key ANNS building blocks like search data structures

(AdANNS-IVF) and quantization (AdANNS-OPQ). For example on ImageNet retrieval, AdANNS-IVF is

up to 1.5% more accurate than the rigid representations-based IVF [230] at the same compute budget; and

matches accuracy while being up to 90× faster in wall-clock time. For Natural Questions, 32-byte AdANNS-

OPQ matches the accuracy of the 64-byte OPQ baseline [80] constructed using rigid representations – same
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accuracy at half the cost! We further show that the gains from AdANNS translate to modern-day composite

ANNS indices that combine search structures and quantization. Finally, we demonstrate that AdANNS

can enable inference-time adaptivity for compute-aware search on ANNS indices built non-adaptively on

matryoshka representations. Code is open-sourced at https://github.com/RAIVNLab/AdANNS.

3.2 Introduction

Semantic search [128] on learned representations [190, 191, 248] is a major component in retrieval pipelines [26,

51]. In its simplest form, semantic search methods learn a neural network to embed queries as well as a

large number (N ) of data points in a d-dimensional vector space. For a given query, the nearest (in embed-

ding space) point is retrieved using either an exact search or using approximate nearest neighbor search

(ANNS) [118] which is now indispensable for real-time large-scale retrieval.

Existing semantic search methods learn fixed or rigid representations (RRs), also referred to as fixed

features (FFs) previously, which are used as is in all the stages of ANNS (data structures for data pruning

and quantization for cheaper distance computation; see Section 3.3). That is, while ANNS indices allow a

variety of parameters for searching the design space to optimize the accuracy-compute trade-off, the provided

data dimensionality is typically assumed to be an immutable parameter. To make it concrete, let us consider

inverted file index (IVF) [230], a popular web-scale ANNS technique [89]. IVF has two stages (Section 3.4)

during inference: (a) cluster mapping: mapping the query to a cluster of data points [172], and (b) linear

scan: distance computation w.r.t all points in the retrieved cluster to find the nearest neighbor (NN). Standard

IVF utilizes the same high-dimensional RR for both phases, which can be sub-optimal.

Why the sub-optimality? Imagine one needs to partition a dataset into k clusters for IVF and the

dimensionality of the data is d – IVF uses full d representation to partition into k clusters. However, suppose

we have an alternate approach that somehow projects the data in d/2 dimensions and learns 2k clusters. Note

that the storage and computation to find the nearest cluster remains the same in both cases, i.e., when we

have k clusters of d dimensions or 2k clusters of d/2 dimensions. 2k clusters can provide significantly more

refined partitioning, but the distances computed between queries and clusters could be significantly more

inaccurate after projection to d/2 dimensions.

So, if we can find a mechanism to obtain a d/2-dimensional representation of points that can accurately
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Figure 3.1: AdANNS helps design search data structures and quantization methods with better accuracy-
compute trade-offs than the existing solutions. In particular, (a) AdANNS-IVF improves on standard IVF
by up to 1.5% in accuracy while being 90× faster in deployment and (b) AdANNS-OPQ is as accurate
as the baseline at half the cost! Rigid-IVF and Rigid-OPQ are standard techniques that are built on rigid
representations (RRs) while AdANNS uses matryoshka representations (MRs) [147].

approximate the topology/distances of d-dimensional representation, then we can potentially build signif-

icantly better ANNS structure that utilizes different capacity representations for the cluster mapping and

linear scan phases of IVF. But how do we find such adaptive representations? These desired adaptive repre-

sentations should be cheap to obtain and still ensure distance preservation across dimensionality. Post-hoc

dimensionality reduction techniques like SVD [82] and random projections [129] on high-dimensional RRs

are potential candidates, but our experiments indicate that in practice they are highly inaccurate and do not

preserve distances well enough (Figure 3.2).

Instead, we identify that the recently proposed Matryoshka Representations (MRs) [147] satisfy the

specifications for adaptive representations. Matryoshka representations pack information in a hierarchical

nested manner, i.e., the first m-dimensions of the d-dimensional MR form an accurate low-dimensional

representation while being aware of the information in the higher dimensions. This allows us to deploy MRs

in two major and novel ways as part of ANNS: (a) low-dimensional representations for accuracy-compute

optimal clustering and quantization, and (b) high-dimensional representations for precise re-ranking when

feasible.

To this effort, we introduce AdANNS , a novel design framework for semantic search that uses ma-

tryoshka representation-based adaptive representations across different stages of ANNS to ensure significantly
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better accuracy-compute trade-off than the state-of-the-art baselines.

Typical ANNS systems have two key components: (a) search data structure to store datapoints, (b)

distance computation to map a given query to points in the data structure. Through AdANNS, we address

both these components and significantly improve their performance. In particular, we first propose AdANNS-

IVF (Section 3.5.1) which tackles the first component of ANNS systems. AdANNS-IVF uses standard

full-precision computations but uses adaptive representations for different IVF stages. On ImageNet 1-NN

image retrieval (Figure 3.1a), AdANNS-IVF is up to 1.5% more accurate for the compute budget and 90×

cheaper in deployment for the same accuracy as IVF.

We then propose AdANNS-OPQ (Section 3.5.2) which addresses the second component by using

AdANNS-based quantization (OPQ [80]) – here we use exhaustive search overall points. AdANNS-OPQ is

as accurate as the baseline OPQ on RRs while being at least 2× faster on Natural Questions [148] 1-NN

passage retrieval (Figure 3.1b). Finally, we combine the two techniques to obtain AdANNS-IVFOPQ (Sec-

tion 3.5.3) which is more accurate while being much cheaper – up to 8× – than the traditional IVFOPQ [128]

index. To demonstrate generality of our technique, we adapt AdANNS to DiskANN [125] which provides

interesting accuracy-compute tradeoff; see Table 3.1.

While MR already has multi-granular representations, careful integration with ANNS building blocks

is critical to obtain a practical method and is our main contribution. In fact, Kusupati et al. [147] proposed

a simple adaptive retrieval setup that uses smaller-dimensional MR for shortlisting in retrieval followed

by precise re-ranking with a higher-dimensional MR. Such techniques, unfortunately, cannot be scaled to

industrial systems as they require forming a new index for every shortlisting provided by low-dimensional

MR. Ensuring that the method aligns well with the modern-day ANNS pipelines is important as they

already have mechanisms to handle real-world constraints like load-balancing [89] and random access from

disk [125]. So, AdANNS is a step towards making the abstraction of adaptive search and retrieval feasible at

the web-scale.

Through extensive experimentation, we also show that AdANNS generalizes across search data structures,

distance approximations, modalities (text & image), and encoders (CNNs & Transformers) while still

translating the theoretical gains to latency reductions in deployment. While we have mainly focused on

IVF and OPQ-based ANNS in this work, AdANNS also blends well with other ANNS pipelines. We
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also show that AdANNS can enable compute-aware elastic search on prebuilt indices without making any

modifications (Section 3.6.1); note that this is in contrast to AdANNS-IVF that builds the index explicitly

utilizing “adaptivity” in representations. Finally, we provide an extensive analysis on the alignment of

matryoshka representation for better semantic search (Section 3.6.2).

We make the following key contributions:

• We introduce AdANNS , a novel framework for semantic search that leverages matryoshka representa-

tions for designing ANNS systems with better accuracy-compute trade-offs.

• AdANNS powered search data structure (AdANNS-IVF) and quantization (AdANNS-OPQ) show a

significant improvement in accuracy-compute tradeoff compared to existing solutions.

• AdANNS generalizes to modern-day composite ANNS indices and can also enable compute-aware elastic

search during inference with no modifications.

3.3 Related Work

Approximate nearest neighbour search (ANNS) is a paradigm to come as close as possible [46] to retrieving the

“true” nearest neighbor (NN) without the exorbitant search costs associated with exhaustive search [118, 260].

The “approximate” nature comes from data pruning as well as the cheaper distance computation that

enable real-time web-scale search. In its naive form, NN-search has a complexity of O(dN); d is the data

dimensionality used for distance computation and N is the size of the database. ANNS employs each of these

approximations to reduce the linear dependence on the dimensionality (cheaper distance computation) and

data points visited during search (data pruning).

Cheaper distance computation. From a bird’s eye view, cheaper distance computation is always

obtained through dimensionality reduction (quantization included). PCA and SVD [82, 130] can reduce

dimensionality and preserve distances only to a limited extent without sacrificing accuracy. On the other

hand, quantization-based techniques [42, 86] like (optimized) product quantization ((O)PQ) [80, 126] have

proved extremely crucial for relatively accurate yet cheap distance computation and simultaneously reduce

the memory overhead significantly. Another naive solution is to independently train the representation

function with varying low-dimensional information bottlenecks [147] which is rarely used due to the costs of

maintaining multiple models and databases.
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Data pruning. Enabled by various data structures, data pruning reduces the number of data points

visited as part of the search. This is often achieved through hashing [50, 217], trees [20, 78, 89, 230] and

graphs [125, 178]. More recently there have been efforts towards end-to-end learning of the search data

structures [91, 136, 146]. However, web-scale ANNS indices are often constructed on rigid d-dimensional

real vectors using the aforementioned data structures that assist with the real-time search. For a more

comprehensive review of ANNS structures please refer to [29, 163, 257].

Composite indices. ANNS pipelines often benefit from the complementary nature of various building

blocks [128, 202]. In practice, often the data structures (coarse-quantizer) like IVF [230] and HNSW [177]

are combined with cheaper distance alternatives like PQ [126] (fine-quantizer) for massive speed-ups in

web-scale search. While the data structures are built on d-dimensional real vectors, past works consistently

show that PQ can be safely used for distance computation during search time. As evident in modern web-scale

ANNS systems like DiskANN [125], the data structures are built on d-dimensional real vectors but work with

PQ vectors (32− 64-byte) for fast distance computations.

ANNS benchmark datasets. Despite the Herculean advances in representation learning [98, 202], ANNS

progress is often only benchmarked on fixed representation vectors provided for about a dozen million to

billion scale datasets [11, 228] with limited access to the raw data. This resulted in the improvement of

algorithmic design for rigid representations (RRs) that are often not specifically designed for search. All

the existing ANNS methods work with the assumption of using the provided d-dimensional representation

which might not be Pareto-optimal for the accuracy-compute trade-off in the first place. Note that the lack

of raw-image and text-based benchmarks led us to using ImageNet-1K [215] (1.3M images, 50K queries)

and Natural Questions [148] (21M passages, 3.6K queries) for experimentation. While not billion-scale, the

results observed on ImageNet often translate to real-world progress [135], and Natural Questions is one of

the largest question answering datasets benchmarked for dense passage retrieval [133], making our results

generalizable and widely applicable.

In this chapter, we investigate the utility of adaptive representations – embeddings of different dimension-

alities having similar semantic information – in improving the design of ANNS algorithms. This helps in

transitioning out of restricted construction and inference on rigid representations for ANNS. To this end, we

extensively use Matryoshka Representations (MRs) [147] which have desired adaptive properties in-built.
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To the best of our knowledge, this is the first work that improves accuracy-compute trade-off in ANNS

by leveraging adaptive representations on different phases of construction and inference for ANNS data

structures.

3.4 Problem Setup, Notation, and Preliminaries

The problem setup of approximate nearest neighbor search (ANNS) [118] consists of a database of N data

points, [x1, x2, . . . , xN ], and a query, q, where the goal is to “approximately” retrieve the nearest data point to

the query. Both the database and query are embedded to Rd using a representation function ϕ : X → Rd, often

a neural network that can be learned through various representation learning paradigms [17, 98, 99, 190, 202].

Matryoshka Representations (MRs). The d-dimensional representations from ϕ can have a nested struc-

ture like Matryoshka Representations (MRs) [147] in-built – ϕMR(d). Matryoshka Representation Learning

(MRL) learns these nested representations with a simple strategy of optimizing the same training objec-

tive at varying dimensionalities. These granularities are ordered such that the lowest representation size

forms a prefix for the higher-dimensional representations. So, high-dimensional MR inherently contains

low-dimensional representations of varying granularities that can be accessed for free – first m-dimensions

(m ∈ [d]) ie., ϕMR(d)[1 : m] from the d-dimensional MR form an m-dimensional representation which is as

accurate as its independently trained rigid representation (RR) counterpart – ϕRR(m). Training an encoder

with MRL does not involve any overhead or hyperparameter tuning and works seamlessly across modalities,

training objectives, and architectures.

Inverted File Index (IVF). IVF [230] is an ANNS data structure used in web-scale search systems [89]

owing to its simplicity, minimal compute overhead, and high accuracy. IVF construction involves clustering

(coarse quantization through k-means) [172] on d-dimensional representation that results in an inverted file

list [265] of all the data points in each cluster. During search, d-dimensional query representation is assigned

to the most relevant cluster (Ci; i ∈ [k]) by finding the closest centroid (µi) using an appropriate distance

metric (L2 or cosine). This is followed by an exhaustive linear search across all data points in the cluster

which gives the closest NN (see Figure 5 in Appendix A of Rege et al. [209] for IVF overview). Lastly, IVF
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can scale to web-scale by utilizing a hierarchical IVF structure within each cluster [89]. Table2 in Appendix

A of Rege et al. [209] describes the retrieval formula for multiple variants of IVF.

Optimized Product Quantization (OPQ). Product Quantization (PQ) [126] works by splitting a d-

dimensional real vector into m sub-vectors and quantizing each sub-vector with an independent 2b length

codebook across the database. After PQ, each d-dimensional vector can be represented by a compact m×b bit

vector; we make each vector m bytes long by fixing b = 8. During search time, distance computation between

the query vector and PQ database is extremely efficient with only m codebook lookups. The generality of PQ

encompasses scalar/vector quantization [86, 172] as special cases. However, PQ can be further improved

by rotating the d-dimensional space appropriately to maximize distance preservation after PQ. Optimized

Product Quantization (OPQ) [80] achieves this by learning an orthonormal projection matrix R that rotates

the d-dimensional space to be more amenable to PQ. OPQ shows consistent gains over PQ across a variety of

ANNS tasks and has become the default choice in standard composite indices [125, 128].

Datasets. We evaluate the ANNS algorithms while changing the representations used for the search thus

making it impossible to evaluate on the usual benchmarks [11]. Hence we experiment with two public

datasets: (a) ImageNet-1K [215] dataset on the task of image retrieval – where the goal is to retrieve images

from a database (1.3M image train set) belonging to the same class as the query image (50K image validation

set) and (b) Natural Questions (NQ) [148] dataset on the task of question answering through dense passage

retrieval – where the goal is to retrieve the relevant passage from a database (21M Wikipedia passages) for a

query (3.6K questions).

Metrics Performance of ANNS is often measured using recall score [125], k-recall@N – recall of the exact

NN across search complexities which denotes the recall of k “true” NN when N data points are retrieved.

However, the presence of labels allows us to compute 1-NN (top-1) accuracy. Top-1 accuracy is a harder

and more fine-grained metric that correlates well with typical retrieval metrics like recall and mean average

precision (mAP@k). Even though we report top-1 accuracy by default during experimentation, we discuss

other metrics in Appendix C of Rege et al. [209]. Finally, we measure the compute overhead of ANNS using

MFLOPS/query and also provide wall-clock times (see Appendix B.1 of Rege et al. [209]).
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Encoders. For ImageNet, we encode both the database and query set using a ResNet50 (ϕI ) [98] trained on

ImageNet-1K. For NQ, we encode both the passages in the database and the questions in the query set using

a BERT-Base (ϕN ) [61] model fine-tuned on NQ for dense passage retrieval [133].

We use the trained ResNet50 models with varying representation sizes (d = [8, 16, . . . , 2048]; default

being 2048) as suggested by Kusupati et al. [147] alongside the MRL-ResNet50 models trained with MRL

for the same dimensionalities. The RR and MR models are trained to ensure the supervised one-vs-all

classification accuracy across all data dimensionalities is nearly the same – 1-NN accuracy of 2048-d RR and

MR models are 71.19% and 70.97% respectively on ImageNet-1K. Independently trained models, ϕRR(d)
I ,

output d = [8, 16 . . . , 2048] dimensional RRs while a single MRL-ResNet50 model, ϕMR(d)
I , outputs a

d = 2048-dimensional MR that contains all the 9 granularities.

We also train BERT-Base models in a similar vein as the aforementioned ResNet50 models. The key

difference is that we take a pre-trained BERT-Base model and fine-tune on NQ as suggested by Karpukhin

et al. [133] with varying (5) representation sizes (bottlenecks) (d = [48, 96, . . . , 768]; default being 768)

to obtain ϕ
RR(d)
N that creates RRs for the NQ dataset. To get the MRL-BERT-Base model, we fine-tune a

pre-trained BERT-Base encoder on the NQ train dataset using the MRL objective with the same granularities

as RRs to obtain ϕ
MR(d)
N which contains all five granularities. Akin to ResNet50 models, the RR and

MR BERT-Base models on NQ are built to have similar 1-NN accuracy for 768-d of 52.2% and 51.5%

respectively. More implementation details can be found in Appendix B of Rege et al. [209] and additional

experiment-specific information is provided at the appropriate places.

3.5 AdANNS – Adaptive ANNS

In this section, we present our proposed AdANNS framework that exploits the inherent flexibility of

matryoshka representations to improve the accuracy-compute trade-off for semantic search components.

Standard ANNS pipeline can be split into two key components: (a) search data structure that indexes and

stores data points, (b) query-point computation method that outputs (approximate) distance between a given

query and data point. For example, standard IVFOPQ [128] method uses an IVF structure to index points on

full-precision vectors and then relies on OPQ for more efficient distance computation between the query and

the data points during the linear scan.
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Below, we show that AdANNS can be applied to both the above-mentioned ANNS components and

provides significant gains on the computation-accuracy tradeoff curve. In particular, we present AdANNS-

IVF which is AdANNS version of the standard IVF index structure [230], and the closely related ScaNN

structure [89]. We also present AdANNS-OPQ which introduces representation adaptivity in the OPQ, an

industry-default quantization. Then, in Section 3.5.3 we further demonstrate the combination of the two

techniques to get AdANNS-IVFOPQ – an AdANNS version of IVFOPQ [128] – and AdANNS-DiskANN,

a similar variant of DiskANN [125]. Overall, our experiments show that AdANNS-IVF is significantly more

accuracy-compute optimal compared to the IVF indices built on RRs and AdANNS-OPQ is as accurate as

the OPQ on RRs while being significantly cheaper.

3.5.1 AdANNS-IVF

0.1 0.5 1 5
MFLOPS/Query

68.5

69.0

69.5

70.0

To
p-

1 
Ac

cu
ra

cy
 (%

)

AdANNS-IVF
AdANNS-IVF-D
MG-IVF-RR
MG-IVF-SVD
IVF-MR
IVF-RR

Figure 3.2: 1-NN accuracy on ImageNet retrieval shows that
AdANNS-IVF achieves near-optimal accuracy-compute trade-
off compared across various rigid and adaptive baselines. Both
adaptive variants of MR and RR significantly outperform their
rigid counterparts (IVF-XX) while post-hoc compression on RR
using SVD for adaptivity falls short.

Recall from Section 3.2 that IVF has a

clustering and a linear scan phase, where

both phase use same dimensional rigid

representation. Now, AdANNS-IVF al-

lows the clustering phase to use the first

dc dimensions of the given matryoshka

representation (MR). Similarly, the linear

scan within each cluster uses ds dimen-

sions, where again ds represents top ds

coordinates from MR. Note that setting

dc = ds results in non-adaptive regular

IVF. Intuitively, we would set dc ≪ ds,

so that instead of clustering with a high-

dimensional representation, we can ap-

proximate it accurately with a low-dimensional embedding of size dc followed by a linear scan with a higher

ds-dimensional representation. Intuitively, this helps in the smooth search of design space for state-of-the-art

accuracy-compute trade-off. Furthermore, this can provide a precise operating point on accuracy-compute
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tradeoff curve which is critical in several practical settings.

Our experiments on regular IVF with MRs and RRs (IVF-MR & IVF-RR) of varying dimensionalities

and IVF configurations (# clusters, # probes) show that (Figure 3.2) matryoshka representations result in a

significantly better accuracy-compute trade-off. We further studied and found that learned lower-dimensional

representations offer better accuracy-compute trade-offs for IVF than higher-dimensional embeddings (see

Appendix E of Rege et al. [209] for more results).

AdANNS utilizes d-dimensional matryoshka representation to get accurate dc and ds dimensional

vectors at no extra compute cost. The resulting AdANNS-IVF provides a much better accuracy-compute

trade-off (Figure 3.2) on ImageNet-1K retrieval compared to IVF-MR, IVF-RR, and MG-IVF-RR – multi-

granular IVF with rigid representations (akin to AdANNS without MR) – a strong baseline that uses dc

and ds dimensional RRs. Finally, we exhaustively search the design space of IVF by varying dc, ds ∈

[8, 16, . . . , 2048] and the number of clusters k ∈ [8, 16, . . . , 2048]. Please see Appendix E of Rege et al.

[209] for more details. For IVF experiments on the NQ dataset, please refer to Appendix G of Rege et al.

[209].

Empirical results. Figure 3.2 shows that AdANNS-IVF outperforms the baselines across all accuracy-

compute settings for ImageNet-1K retrieval. AdANNS-IVF results in 10× lower compute for the best

accuracy of the extremely expensive MG-IVF-RR and non-adaptive IVF-MR. Specifically, as shown in

Figure 3.1a, AdANNS-IVF is up to 1.5% more accurate for the same compute and has up to 100× lesser

FLOPS/query (90× real-world speed-up!) than the status quo ANNS on rigid representations (IVF-RR). We

filter out points for the sake of presentation and encourage the reader to check out Figure 8 in Appendix E

of Rege et al. [209] for an expansive plot of all the configurations searched.

The advantage of AdANNS for construction of search structures is evident from the improvements in IVF

(AdANNS-IVF) and can be easily extended to other ANNS structures like ScaNN [89] and HNSW [178].

For example, HNSW consists of multiple layers with graphs of NSW graphs [177] of increasing complexity.

AdANNS can be adopted to HNSW, where the construction of each level can be powered by appropriate

dimensionalities for an optimal accuracy-compute trade-off. In general, AdANNS provides fine-grained con-

trol over compute overhead (storage, working memory, inference, and construction cost) during construction

and inference while providing the best possible accuracy.
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3.5.2 AdANNS-OPQ

Standard Product Quantization (PQ) essentially performs block-wise vector quantization via clustering. For

example, suppose we need 32-byte PQ compressed vectors from the given 2048 dimensional representations.

Then, we can chunk the representations in m = 32 equal blocks/sub-vectors of 64-d each, and each sub-vector

space is clustered into 28 = 256 partitions. That is, the representation of each point is essentially cluster-id

for each block. Optimized PQ (OPQ) [80] further refines this idea, by first rotating the representations using

a learned orthogonal matrix, and then applying PQ on top of the rotated representations. In ANNS, OPQ

is used extensively to compress vectors and improves approximate distance computation primarily due to

significantly lower memory overhead than storing full-precision data points IVF.

AdANNS-OPQ utilizes MR representations to apply OPQ on lower-dimensional representations. That

is, for a given quantization budget, AdANNS allows using top ds ≪ d dimensions from MR and then

computing clusters with ds/m-dimensional blocks where m is the number of blocks. Depending on ds and

m, we have further flexibility of trading-off dimensionality/capacity for increasing the number of clusters to

meet the given quantization budget. AdANNS-OPQ tries multiple ds, m, and number of clusters for a fixed

quantization budget to obtain the best performing configuration.

We experimented with 8 − 128 byte OPQ budgets for both ImageNet and Natural Questions retrieval

with an exhaustive search on the quantized vectors. We compare AdANNS-OPQ which uses MRs of varying

granularities to the baseline OPQ built on the highest dimensional RRs. We also evaluate OPQ vectors

obtained projection using SVD [82] on top of the highest-dimensional RRs.

Empirical results. Figures 3.3 and 3.1b show that AdANNS-OPQ significantly outperforms – up to 4%

accuracy gain – the baselines (OPQ on RRs) across compute budgets on both ImageNet and NQ. In particular,

AdANNS-OPQ tends to match the accuracy of a 64-byte (a typical choice in ANNS) OPQ baseline with only

a 32-byte budget. This results in a 2× reduction in both storage and compute FLOPS which translates to

significant gains in real-world web-scale deployment (see Appendix D of Rege et al. [209]).

We only report the best AdANNS-OPQ for each budget typically obtained through a much lower-

dimensional MR (128 & 192; much faster to build as well) than the highest-dimensional MR (2048 & 768)

for ImageNet and NQ respectively (see Appendix G of Rege et al. [209] for more details). At the same time,
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we note that building compressed OPQ vectors on projected RRs using SVD to the smaller dimensions (or

using low-dimensional RRs, see Appendix D of Rege et al. [209]) as the optimal AdANNS-OPQ does not

help in improving the accuracy. The significant gains we observe in AdANNS-OPQ are purely due to better

information packing in MRs – we hypothesize that packing the most important information in the initial

coordinates results in a better PQ quantization than RRs where the information is uniformly distributed

across all the dimensions [147, 232]. See Appendix D of Rege et al. [209] for more details and experiments.

3.5.3 AdANNS for Composite Indices

We now extend AdANNS to composite indices [128] which put together two main ANNS building blocks –

search structures and quantization – together to obtain efficient web-scale ANNS indices used in practice. A

simple instantiation of a composite index would be the combination of IVF and OPQ – IVFOPQ – where

the clustering in IVF happens with full-precision real vectors but the linear scan within each cluster is

approximated using OPQ-compressed variants of the representation – since often the full-precision vectors of

the database cannot fit in RAM. Contemporary ANNS indices like DiskANN [125] make this a default choice

where they build the search graph with a full-precision vector and approximate the distance computations

during search with an OPQ-compressed vector to obtain a very small shortlist of retrieved datapoints. In
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Figure 3.3: AdANNS-OPQ matches the accuracy
of 64-byte OPQ on RR using only 32-bytes for Im-
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DiskANN, the shortlist of data points is then re-ranked to form the final list using their full-precision vectors

fetched from the disk. AdANNS is naturally suited to this shortlist-rerank framework: we use a low-d MR

for forming index, where we could tune AdANNS parameters according to the accuracy-compute trade-off

of the graph and OPQ vectors. We then use a high-dMR for re-ranking.

Table 3.1: AdANNS-DiskANN using a 16-d MR + re-ranking
with the 2048-dMR outperforms DiskANN built on 2048-d RR
at half the compute cost on ImageNet retrieval.

RR-2048 AdANNS

PQ Budget (Bytes) 32 16

Top-1 Accuracy (%) 70.37 70.56

mAP@10 (%) 62.46 64.70

Precision@40 (%) 65.65 68.25

Empirical results. Figure 3.4 shows

that AdANNS-IVFOPQ is 1 − 4% bet-

ter than the baseline at all the PQ com-

pute budgets. Furthermore, AdANNS-

IVFOPQ has the same accuracy as the

baselines at 8× lower overhead. With

DiskANN, AdANNS accelerates short-

list generation by using low-dimensional

representations and recoups the accuracy

by re-ranking with the highest-dimensional MR at negligible cost. Table 3.1 shows that AdANNS-DiskANN

is more accurate than the baseline for both 1-NN and ranking performance at only half the cost. Using

low-dimensional representations further speeds up inference in AdANNS-DiskANN (see Appendix F of Rege

et al. [209]).

These results show the generality of AdANNS and its broad applicability across a variety of ANNS

indices built on top of the base building blocks. Currently, AdANNS piggybacks on typical ANNS pipelines

for their inherent accounting of the real-world system constraints [89, 125, 129]. However, we believe

that AdANNS’s flexibility and significantly better accuracy-compute trade-off can be further informed by

real-world deployment constraints. We leave this high-potential line of work that requires extensive study to

future research.
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3.6 Further Analysis and Discussion

3.6.1 Compute-aware Elastic Search During Inference

AdANNS search structures cater to many specific large-scale use scenarios that need to satisfy precise

resource constraints during construction as well as inference. However, in many cases, construction and

storage of the indices are not the bottlenecks or the user is unable to search the design space. In these

settings, AdANNS-D enables adaptive inference through accurate yet cheaper distance computation using

the low-dimensional prefix of matryoshka representation. Akin to composite indices (Section 3.5.3) that

use PQ vectors for cheaper distance computation, we can use the low-dimensional MR for faster distance

computation on ANNS structure built non-adaptively with a high-dimensional MR without any modifications

to the existing index.

Empirical results. Figure 3.2 shows that for a given compute budget using IVF on ImageNet-1K retrieval,

AdANNS-IVF is better than AdANNS-IVF-D due to the explicit control during the building of the ANNS

structure which is expected. However, the interesting observation is that AdANNS-D matches or outperforms

the IVF indices built with MRs of varying capacities for ImageNet retrieval.

However, these methods are applicable in specific scenarios of deployment. Obtaining optimal AdANNS

search structure (highly accurate) or even the best IVF-MR index relies on a relatively expensive design

search but delivers indices that fit the storage, memory, compute, and accuracy constraints all at once. On the

other hand AdANNS-D does not require a precisely built ANNS index but can enable compute-aware search

during inference. AdANNS-D is a great choice for setups that can afford only one single database/index but

need to cater to varying deployment constraints, e.g., one task requires 70% accuracy while another task has

a compute budget of 1 MFLOPS/query.

3.6.2 Why MRs over RRs?

Quite a few of the gains from AdANNS are owing to the quality and capabilities of matryoshka representa-

tions. So, we conducted extensive analysis to understand why matryoshka representations seem to be more

aligned for semantic search than the status-quo rigid representations.

Difficulty of NN search. Relative contrast (Cr) [97] is inversely proportional to the difficulty of nearest

59



neighbor search on a given database. On ImageNet-1K, Figure 14 of Rege et al. [209] shows that MRs have

better Cr than RRs across dimensionalities, further supporting that matryoshka representations are more

aligned (easier) for NN search than existing rigid representations for the same accuracy. More details and

analysis about this experiment can be found in Appendix H.2 of Rege et al. [209] .

Clustering distributions. We also investigate the potential deviation in clustering distributions for MRs

across dimensionalities compared to RRs. Unlike the RRs where the information is uniformly diffused

across dimensions [232], MRs have hierarchical information packing. Figure 11 in Appendix E.3 of Rege

et al. [209] shows that matryoshka representations result in clusters similar (measured by total variation

distance [158]) to that of rigid representations and do not result in any unusual artifacts.

Robustness. Figure 9 in Appendix E of Rege et al. [209] shows that MRs continue to be better than

RRs even for out-of-distribution (OOD) image queries (ImageNetV2 [207]) using ANNS. It also shows that

the highest data dimensionality need not always be the most robust which is further supported by the higher

recall using lower dimensions. Further details about this experiment can be found in Appendix E.1 of Rege

et al. [209].

Generality across encoders. IVF-MR consistently has higher accuracy than IVF-RR across dimension-

alities despite having similar accuracies with exact NN search (for ResNet50 on ImageNet and BERT-Base

on NQ). We find that our observations on better alignment of MRs for NN search hold across neural network

architectures, ResNet18/34/101 [98] and ConvNeXt-Tiny [171]. Appendix H.3 of Rege et al. [209] delves

deep into the experimentation done using various neural architectures on ImageNet-1K.

Recall score analysis. Analysis of recall score (see Appendix C of Rege et al. [209] ) in Appendix H.1

of Rege et al. [209] shows that for a similar top-1 accuracy, lower-dimensional representations have better

1-Recall@1 across search complexities for IVF and HNSW on ImageNet-1K. Across the board, MRs have

higher recall scores and top-1 accuracy pointing to easier “searchability” and thus suitability of matryoshka

representations for ANNS. Larger-scale experiments and further analysis can be found in Appendix H of Rege

et al. [209].

Through these analyses, we argue that matryoshka representations are better suited for semantic search

than rigid representations, thus making them an ideal choice for AdANNS.
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3.6.3 Search for AdANNS Hyperparameters

Choosing the optimal hyperparameters for AdANNS, such as dc, ds, m, # clusters, # probes, is an interesting

and open problem that requires more rigorous examination. As the ANNS index is formed once and used

for potentially billions of queries with massive implications for cost, latency and queries-per-second, a

hyperparameter search for the best index is generally an acceptable industry practice [125, 178]. The Faiss

library [128] provides guidelines1 to choose the appropriate index for a specific problem, including memory

constraints, database size, and the need for exact results. There have been efforts at automating the search for

optimal indexing parameters, such as Autofaiss2, which maximizes recall given compute constraints.

In case of AdANNS, we suggest starting at the best configurations of MRs followed by a local design

space search to lead to near-optimal AdANNS configurations (e.g. use IVF-MR to bootstrap AdANNS-IVF).

We also share some observations during the course of our experiments:

1. AdANNS-IVF: Top-1 accuracy generally improves (with diminishing returns after a point) with increasing

dimensionality of clustering (dc) and search (ds), as we show on ImageNet variants and with multiple

encoders in the Appendix (Figures 9 and 15) of Rege et al. [209]. Clustering with low-d MRs matches

the performance of high-d MRs as they likely contain similar amounts of useful information, making the

increased compute cost not worth the marginal gains. Increasing # probes naturally boosts performance

(Appendix, Figure 10a, of Rege et al. [209]). Lastly, it is generally accepted that a good starting point for

the # clusters k is
√
ND/2, where ND is the number of indexable items [180]. k =

√
ND is the optimal

choice of k from a FLOPS computation perspective as can be seen in Appendix B.1 of Rege et al. [209].

2. AdANNS-OPQ: we observe that for a fixed compute budget in bytes (m), the top-1 accuracy reaches a

peak at d < dmax (Appendix, Table 4, of Rege et al. [209]). We hypothesize that the better performance of

AdANNS-OPQ at d < dmax is due to the curse of dimensionality, i.e. it is easier to learn PQ codebooks

on smaller embeddings with similar amounts of information. We find that using an MR with d = 4×m

is a good starting point on ImageNet and NQ. We also suggest using an 8-bit (256-length) codebook for

OPQ as the default for each of the sub-block quantizer.

3. AdANNS-DiskANN: Our observations with DiskANN are consistent with other indexing structures, i.e.
1https://github.com/facebookresearch/faiss/wiki/Guidelines-to-choose-an-index
2https://github.com/criteo/autofaiss
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the optimal graph construction dimensionality d < dmax (Appendix, Figure 12, of Rege et al. [209]). A

careful study of DiskANN on different datasets is required for more general guidelines to choose graph

construction and OPQ dimensionality d.

3.6.4 Limitations

AdANNS’s core focus is to improve the design of the existing ANNS pipelines. To use AdANNS on a

corpus, we need to back-fill [204] the MRs of the data – a significant yet a one-time overhead. We also

notice that high-dimensional MRs start to degrade in performance when optimizing also for an extremely

low-dimensional granularity (e.g., < 24-d for NQ) – otherwise is it quite easy to have comparable accuracies

with both RRs and MRs. Lastly, the existing dense representations can only in theory be converted to MRs

with an auto-encoder-style non-linear transformation. We believe most of these limitations form excellent

future work to improve AdANNS further.

3.7 Conclusions

We proposed a novel framework, AdANNS , that leverages adaptive representations for different phases

of ANNS pipelines to improve the accuracy-compute tradeoff. AdANNS utilizes the inherent flexibility of

matryoshka representations [147] to design better ANNS building blocks than the standard ones which use

the rigid representation in each phase. AdANNS achieves SOTA accuracy-compute trade-off for the two

main ANNS building blocks: search data structures (AdANNS-IVF) and quantization (AdANNS-OPQ).

The combination of AdANNS-based building blocks leads to the construction of better real-world composite

ANNS indices – with as much as 8× reduction in cost at the same accuracy as strong baselines – while also

enabling compute-aware elastic search. Finally, we note that combining AdANNS with elastic encoders [62]

enables truly adaptive large-scale retrieval.
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Chapter 4

MatFormer: Nested Transformer for Elastic

Inference

4.1 Overview

Transformer models are deployed in a wide range of settings, from multi-accelerator clusters to standalone

mobile phones. The diverse inference constraints in these scenarios necessitate practitioners to train foundation

models such as PaLM 2, Llama, & ViTs as a series of models of varying sizes. Due to significant training

costs, only a select few model sizes are trained and supported, limiting more fine-grained control over

relevant tradeoffs, including latency, cost, and accuracy. This chapter introduces MatFormer1, a nested

Transformer architecture designed to offer elasticity in a variety of deployment constraints. Each Feed

Forward Network (FFN) block of a MatFormer model is jointly optimized with a few nested smaller FFN

blocks. This training procedure allows for the Mix’n’Match of model granularities across layers – i.e., a

trained universal MatFormer model enables extraction of hundreds of accurate smaller models, which were

never explicitly optimized. We empirically demonstrate MatFormer’s effectiveness across different model

classes (decoders & encoders), modalities (language & vision), and scales (up to 2.6B parameters). We

find that a 2.6B decoder-only MatFormer language model (MatLM) allows us to extract smaller models

spanning from 1.5B to 2.6B, each exhibiting comparable validation loss and one-shot downstream evaluations

1MatFormer stands for Matryoshka Transformer due to the model’s inherent nested nature.
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to their independently trained counterparts. Furthermore, we observe that smaller encoders extracted from a

universal MatFormer-based ViT (MatViT) encoder preserve the metric-space structure for adaptive large-

scale retrieval. Finally, we showcase that speculative decoding with the accurate and consistent submodels

extracted from MatFormer can further reduce inference latency. Code and pretrained models are open-

sourced at https://github.com/RAIVNLab/MatFormer-OLMo and https://github.com/

google-research/scenic/tree/main/scenic/projects/matvit.

4.2 Introduction
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Figure 4.1: MatFormer introduces nested structure into the Transformer’s FFN block & jointly trains all the
submodels, enabling free extraction of hundreds of accurate submodels for elastic inference.

Large Foundation models [9, 195, 53] are deployed in a variety of settings like real-time response on

mobile phones or in batch setting on multi-cluster GPUs for web-scale serving. To handle such varied settings,

each model family provides a few independently trained models of different sizes. In order to cover a wide

range of applications, typically these models’ sizes are nearly linear on log-scale. For example, Llama family

provides models with 7B, 13B, 33B and 65B parameters [239].

Such an approach has two key drawbacks: (a) as the models are independently trained, they incur

significant overhead for colocation during inference and are not behaviorally consistent with each other

which are detrimental to inference optimization techniques like speculative decoding [157] and model
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cascades [258], and (b) due to training overhead, practitioners typically train only a few models which do not

cover the entire set of downstream use-cases. For example, a deployment setup might, say, have the latency

budget to support 40B parameter Llama model, but can only host a 33B variant because the next bigger model

(65B) has significantly higher latency. So, one would need to settle for a less accurate model despite the

larger latency budget. While model compression approaches aim to address this issue, they typically require

additional training for each model that needs to be extracted. Furthermore, when applied to LLMs, these

techniques are known to significantly drop the accuracy [124].

In this chapter, we propose MatFormer, a natively elastic Transformer [245] architecture that allows

for training one universal model which can be used to extract hundreds of smaller submodels without any

additional training (Figure 4.1). MatFormer is a general architecture that can be applied to both encoders

and decoders, is domain agnostic, and is compatible with most design choices and training pipelines of large

Transformer-based models – LLMs & ViTs.

MatFormer follows the principle of matryoshka representation learning [147], discussed in Chapter 2,

to introduce nested substructure inside the standard Transformer block. Formally, MatFormer defines a

Transformer blocks Ti, such that, T1 ⊂ T2 ⊂ · · · ⊂ Tg, where g is the number of nested transformer

blocks, and Ti ⊂ Ti+1 relation indicates that the parameters of Ti are contained in those of Ti+1. MatFormer

can induce such sub-structure in both the attention and the feedforward network (FFN) blocks of the

Transformer (see Figure 4.1). Consider a FFN block that has dff neurons in the hidden layer. Then,

MatFormer induces matryoshka structure on these neurons, where Ti contains the first mi neurons and

1 ≤ m1 ≤ m2 · · · ≤ mg = dff represent the number of neurons for each granularity or sub-model. Intuitively,

this implies that the first m1 neurons are “most significant” neurons as they belong to all the blocks followed

by the next m2 −m1, and so on. We can form a similar sub-structure on the attention heads, with the heads

being organized from “most” to “least” significant, where the more significant heads are shared by more

sub-models. That is, we use only the first mi attention heads for the ith granularity. In fact, we can also

introduce this sub-structure in the token embedding (dmodel) supplied to each Transformer block.

However, in most LLMs and ViTs, the FFN block in the Transformer accounts for more than 60%

non-embedding parameters and is responsible for the largest chunk of latency during inference. So, in this

work, we focus on inducing the MatFormer’s nested sub-structure in the FFN block. We then stack the

65



individual blocks (for l layers) to form g nested models (M1...g) with shared parameters i.e.,Mi ⊂Mi+1.

Finally, we jointly train these g models by combining each model’s loss.

This leads to a natural question: can one extract more than g models after inducing the MatFormer

structure? Yes, in fact, it is possible to extract exponentially many models. Using the trained MatFormer

blocks T1, . . . , Tg at each layer, one can form new models by Mix’n’Match, i.e., by taking an arbitrary

combination of these blocks across layers. For example, in the first layer, one can select Tg, the largest block,

choose T2 in the second layer, and so on, forming gl different models. As we explicitly optimized only for

g models, instead of the exponentially many models, are the extracted models accurate? Surprisingly, in

multiple settings, and for a various model sizes, we observe that the extracted models indeed are accurate,

with accuracy scaling with the size of the extracted model.

We train Matformer-based decoder-only Language Models (MatLM) up to 2.6B parameters and observe

that: (a) MatLMs explicitly trained with g exponentially spaced granularities almost match validation loss

and one-shot downstream evals of respective g baseline models trained independently from scratch, (b) our

extracted models using Mix’n’Match lie on the accuracy-vs-parameters trade-off curve generated by the

g explicitly trained models, (c) through scaling experiments we observe that the loss vs compute law for

different MatFormer models remains similar to vanilla Transformer models across different granularities

and (d) the submodels extracted from MatLM have highly consistent behavior that is highly desirable for

inference optimizations and deployment across scales.

We further studied MatFormer-based ViT models (MatViT) and have similar observations as MatLM.

For example, MatViT-L/16 improves the accuracy of the standard ViT-L/16 model on ImageNet-1K, and the

extracted sub-models all match or even perform better than the independently trained baselines. Furthermore,

we demonstrate that, due to high consistency, MatViT models can be used as “elastic encoders” for adaptive

image retrieval. That is, the metric-space of an image encoded by the universal (i.e. the largest) MatViT

model is roughly preserved by the nested submodels. Hence, based on query complexity, system load, and

various other considerations, we can use one of the extracted MatViT encoders at inference time for retrieval

on a fixed corpus encoded by the universal model – providing over 40% lesser compute overhead with

< 0.5% drop in accuracy.

We make these key contributions:
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1. We introduce MatFormer, which incorporates a nested sub-structure within the standard Transformer and

jointly optimizes all the g granularities to produce a single, universal elastic model.

2. Employing Mix’n’Match of granularities across layers in a universal MatFormer model yields hundreds of

accurate and consistent submodels without any additional training cost (Section 4.4).

3. MatFormer generalizes effectively to both decoder-only language models (MatLM) and vision encoders

(MatViT), scaling as reliably and accurately as the standard Transformer, while enabling significantly

faster autoregressive generation and large-scale adaptive dense retrieval (Section 4.5).

4.3 Related Work

A standard Transformer [245] has become the unifying model architecture for foundation models [24]

across modalities like language [27], vision [53] and audio [203]. While extremely powerful, the standard

Transformer block is not natively elastic in a way that enables large-scale adaptive and flexible deploy-

ment across various resource constraints. To cater to the plethora of deployment requirements, existing

solutions include training a family of models of varying sizes [9, 240], post-hoc efficiency techniques like

quantization [60], pruning [149], distillation [220] and mixture of varying capacity experts (MoE) [278].

However, these solutions often are specific to the single constraint at hand, and require additional training or

trade-off memory/compute during inference making them far from being a truly elastic solution for adaptive

deployment. Lastly, Transformer based LLMs are often sped-up during inference with techniques like

speculative decoding [157, 40] – that benefits from the smaller draft & the larger verifier models having

similar behavior – or early exiting [222] to enable real-time deployment.

Obtaining multiple smaller models from a single model has been explored in the past [275, 274, 30, 87, 31]

with most works focusing on CNN encoders. Specifically, OFA [30] creates a universal CNN model

which is used to extract and finetune submodels for a handful of deployment constraints while slimmable

networks [275] optimize for limited preset widths and require explicit training to interpolate for a few more

intermediate widths [274]. NAS techniques that sample random (not nested) subnetworks during training at

each step, and then find the subnetwork architecture to retrain from scratch before deployment have been

explored [255]. These techniques fall short of being truly elastic and come with significant training overheads.

More recently some of them have been extended to Transformer encoders [39, 110, 218] for extracting
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sub-models in both static or dynamic settings but fail at extending further to decoder-only language models.

While not in the weight space, matryoshka representation learning [147] & FlexiViT [21] showcase elasticity

in output & input spaces respectively by smoothly spanning deployment constraints with minimal overhead.

MatFormer, in contrast, builds upon these works by nested the weight space instead to enable truly elastic

and adaptive Transformer-based (decoder & encoder) models that span all the accuracy-vs-compute tradeoff

(statically or dynamically) with minimal changes and training overhead (Figure 4.1). Finally, we also point

the readers to SortedNet [241], a concurrent work with similar goals applied to encoders, which optimizes

many sampled submodels (akin to prior works) unlike MatFormer’s joint optimization of a few (typically 4)

nested submodels.

4.4 MatFormer

In this section, we define MatFormer’s nested substructure (Section 4.4.1) and discuss its training procedure

for a chosen g model granularities (Section 4.4.2). We then discuss elastic inference using Mix’n’Match

models (Section 4.4.3) from MatFormer along with its deployment considerations.

4.4.1 MatFormer Structure

MatFormer defines g Transformer blocks Ti, such that, T1 ⊂ T2 ⊂ · · · ⊂ Tg where Ti ⊂ Ti+1 indicates that

the parameters of Ti are contained in those of Ti+1. While it is possible to impose such a structure on any

part of the Transformer, we select the FFN block to define our method and present our experiments, as the

model size and computational cost of a Transformer is dominated (around 60% for LLMs and ViTs) by the

FFN block (see Appendix B of Devvrit et al. [62]).

The Transformer FFN block has a single hidden layer with dff neurons and both input and outputs in

Rdmodel , and fixed FFN ratio := dff/dmodel (typically ≥ 4). MatFormer introduces the matryoshka nested

structure with g granularities on the hidden representation of the FFN block. Concretely, a nested sub-block

of the Transformer, Ti contains the first mi neurons of the FFN and 1 ≤ m1 ≤ · · · ≤ mg = dff represent

the number of neurons for each granularity or sub-model. So, depending on the chosen granularity the FFN
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operation of Ti i.e., T FFN
i on an input x ∈ Rdmodel is:

T FFN
i (x) = σ(x ·W1[0 : mi]

⊤) ·W2[0 : mi], (4.1)

where the weight matrices of FFN are W1,W2 ∈ Rdff×dmodel and bias terms are omitted for simplicity.

W1[0 : k] denotes the submatrix with the first k rows of W1. Finally, σ is a non-linearity often set to

GELU [105] or squared ReLU [231]. In this work, we chose the g = 4 exponentially spaced granularities

with FFN ratios of {0.5, 1, 2, 4} i.e., the nested hidden neurons are of the sizes {dff8 ,
dff
4 ,

dff
2 , dff}.

With the nested MatFormer blocks T1, T2 . . . Tg, we can combine these to form a MatFormer model,

with g nested submodelsM1 ⊂M2 . . . ,⊂Mg whereMi ← [Ti]
×l, i.e.,Mi is formed by stacking Ti for l

layers. The input and output embedding matrices are shared across the models.

4.4.2 Training

For a Transformer modelM, the forward pass on an input x is denoted byM(x) and let L denote the loss

function between the output and the target y: L(M(x), y).

MatFormer relies on a simple training strategy of jointly optimizing all the g nested submodels together.

To this end, we set the MatFormer loss as a weighted average of loss of g submodels and train for it using the

standard stochastic gradient-based optimizers [225]:

LJOINT(x, y) =

g∑
i=1

λi · L(Mi(x), y), (4.2)

where λi > 0 is the weight of i-th granular submodel. In this work, we set {λi}i=1...g to be uniform i.e., 1/g

but explore tuning {λi}i=1...g in Appendix D.4 of Devvrit et al. [62] to further improve MatFormer.

The joint training in MatFormer involves one forward pass per each of the g submodels and benefits from

portions of shared computation during backpropagation. MatFormer training results in g accurate nested

submodelsM1...g inside the universal MatFormer model (Mg). Note that this simple strategy outperforms

various other training techniques (Appendix D.2 of Devvrit et al. [62]). Finally, instead of pretraining models

with MatFomer structure, we can also induce this structure via finetuning.

MatFormer training is ∼ 15% faster (for g = 4) than training all the Transformer based equivalent
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submodels independently (Appendix B of Devvrit et al. [62]). However, MatFormer also enables the

extraction of hundreds of smaller submodels along the accuracy-vs-compute curve traced by the g explicitly

optimized submodels (Section 4.4.3). These models emerge for free using Mix’n’Match during inference and

drastically reduce the amortized training cost per model obtained through MatFormer. The joint optimization,

even without self-distillation fromMg, results in smaller submodels that have highly consistent behavior

(Section 4.4.4) with the universal model. Finally, in Appendix B.1 of Devvrit et al. [62], we argue that the

training efficiency of MatFormer can be significantly improved through various optimizations.

4.4.3 Mix’n’Match

At inference time, it is trivial to extract one of the g submodels M1 ⊂ M2 . . . ,⊂ Mg by stacking the

corresponding Transformer block Ti across layers. However, by selecting different granularity for each

MatFormer layer, it is possible to generate a combinatorially large number of accurate smaller models for free.

We call this simple procedure Mix’n’Match and observe that these additional model granularities –which

were never explicitly optimized – are highly performant.

In fact, we can further increase the number of extracted models by generating interpolating blocks

between fixed granulaties [147]. For example, we can generate a T̃ block that uses first 1
2(mi + mi+1)

neurons in the FFN layer which still tends to be highly accurate.

To summarize, given a computational budget, we can extract a highly accurate model with Mix’n’Match

for the constraints rather than using a smaller less accurate model or training a model for this specific constraint

(Sections 4.5.1 & 4.5.2). We note that a compute constraint can be satisfied by various Mix’n’Match models

with different accuracies, making identifying the best Mix’n’Match configurations without downstream

validation is an exciting direction for future work.

4.4.4 Deployment

During deployment, all we need to store is the single universal MatFormer model for different types of elastic

inference depending on the constraints. In the case of static workloads, where compute resources are known

beforehand and the inputs remain relatively similar in difficulty, one can choose the most accurate static

submodel for the constraints using Mix’n’Match. This eliminates the usage of a less accurate preexisting
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model or training of a new one for the specific constraints.

For dynamic workloads, where the compute resources or the input hardness change on the fly, we can

use the universal MatFormer model to dynamically extract the optimal submodel for token-based routing

in LLMs akin to MoE [138, 162] and elastic encoders in dense retrieval (Section 4.5.2). This works largely

because all the extracted submodels have high behavioral consistency with universal MatFormer model

(Section 4.5.1) – minimizing the drift across predictions from various submodels. We measure the consistency

between two generative models as the percentage of matching tokens generated by them for the same prefix

or using the KL divergence of the smaller model outputs with the larger model outputs – this accounts for

potential sampling strategies in decoding. This highly consistent nature of MatFormer results in superior

inference time speedups for techniques like speculative decoding [157] (Section 4.5.1) and can assist in

reducing prediction drift between cross platform deployments. We also show that higher model consistency

also aids metric-space structure preservation in encoder models (Section 4.5.2).

4.5 Experiments

In this section, we empirically evaluate MatFormer across modalities (language and vision), model classes

(decoder and encoder), and scales (up to 2.6B parameters). Specifically, we train and analyze MatFormer-

based decoder-only Language Models – MatLMs (Section 4.5.1) – and encoder-only Vision Transformers

– MatViT (Section 4.5.2) models with g = 4 nested granularities across various model sizes. For a fair

comparison, we also independently train the Transformer baseline for the submodel of each granularity

across model sizes for the same tasks. We primarily focus on the elastic deployment of MatFormer-based

models (Sections 4.5.1 & 4.5.2) for tasks spanning from one-shot generative evals to adaptive image retrieval.

Additionally, we also investigate the reliable scaling behavior [132] of the MatFormer models (Section 4.5.1).

4.5.1 MatLM: MatFormer Language Models

We build MatFormer-based decoder-only Language Models – MatLMs – and contrast them to their vanilla

Transformer counterparts (LMs) [169]. The LMs broadly follow the training pipeline and procedure outlined

by Thoppilan et al. [238]. For each MatLM model with a set dmodel, we jointly optimize for g = 4 nested

granularities represented by FFN ratios of {0.5, 1, 2, 4} – i.e., only the hidden representation size of the FFN
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block changes. We denote these submodels as MatLM – {S, M, L, XL} in increasing order of model size

and refer to MatLM-XL as the universal MatLM. For baselines, we train vanilla Transformer models with

comparable architectures. That is, for each MatLM, we train 4 separate baseline models with FFN ratios of

{0.5, 1, 2, 4} for a fixed dmodel denoted as Baseline – {S, M, L, XL}. We evaluate these models on validation

loss (= log perplexity) and average accuracy on 26 English tasks similar to [27, 68, 9]. Of these 26 tasks,

we group 5 tasks that require generating multiple tokens under “GEN” and the remaining tasks that involve

choosing an option from the input text under “RANK”. Please see Appendix A of Devvrit et al. [62] for

further details on training, evaluation, and the datasets.

Elastic Inference with MatLM

To showcase elastic inference, we evaluate the 2.6B parameter MatLM models on its ability (a) to provide

models spanning the accuracy-vs-compute curve using Mix’n’Match (Section 4.4.3) and (b) to improve

post-hoc inference optimization techniques like Speculative Decoding [157] to further speed-up accurate

auto-regressive generation.

Accurate MatLM submodels for every constraint for free with Mix’n’Match. Leveraging Mix’n’Match,

a MatLM can provide accurate models for every compute constraint (between S and XL), not just the explicitly

optimized granularities {S, M, L, XL}. We evaluate the impact of Mix’n’Match on the 2.6B parameter

MatLM in Figure 4.2 through validation loss and downstream evals and contrast them to four granularities

{S, M, L, XL} of the 2.6B baseline LM (all trained independently). In Figures 4.2a, 4.2b & 4.2c, we show

that all MatLM – {S, M, L, XL} models all perform as well as their corresponding baselines – with marginal

improvements and drops across the scale.

In Figure 4.2a we see that Mix’n’Match helps obtain many models on the optimal loss-vs-compute curve

at zero cost. Moreover, downstream eval tasks on these Mix’n’Match models also mimic this trend, as shown

in Figures 4.2c & 4.2b. In a deployment setting that only has 55% of the required compute resources needed

for the MatLM-XL model, it is now possible to have a Mix’n’Match submodel with < 2% accuracy drop on

RANK evals. Without elastic deployment due to Mix’n’Match, we would see a > 2.5% accuracy drop due to

the use of the MatLM-M model. Note that we highlight only a few of the hundreds of accurate Mix’n’Match

models along the curves. We discuss additional details and results on the Mix’n’Match procedure in Appendix
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Figure 4.2: Validation loss & one-shot downstream evaluation scores for the 2.6B MatLM & baseline
models. Mix’n’Match helps generate accurate and more consistent models from MatLM that lie on the
performance-vs-compute curve spanned by the explicitly optimized submodels.

of Devvrit et al. [62].

MatLM submodels speed up speculative decoding. Speculative decoding leverages an accurate

lightweight LM as a draft model to autoregressively generate a few tokens, followed by verifying these drafts

with a larger model through parallel decoding on the generated tokens. When the draft is inaccurate, the draft

model is rolled back and reset to the larger model’s output. This results in considerable inference speed-up

for the same accuracy as the large model. We point the reader to the original paper for a more detailed

explanation [157].

Slow down of this algorithm stems from cases where the smaller model’s predictions disagree with the

larger model. A draft model that is significantly more consistent with the larger verifier model would lead

to less rollbacks of the draft predictions and therefore lower latency. As seen in Figure 4.2d the MatLM

submodels can be up to 8.5% more consistent than the baselines to their corresponding XL model. The

significant gap persists even in the KL divergence variant of consistency with the XL model’s outputs (see

Figure 6 in Appendix of Devvrit et al. [62]). This improved consistency along with the need for only a single
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universal model positions MatLM favorably to improve techniques that require draft and verifier models such

as speculative decoding.

Table 4.1: Inference time speed-ups over a standard
2.6B model through speculative decoding using a 1.5B
(S) draft and 2.6B (XL) verifier model.

Speculative Decoding LAMBADA TriviaQA

Baseline 1.10× 1.08×

MatLM 1.14× 1.11×

+ shared attention cache 1.16× 1.14×

Table 4.1 shows the inference time speed-ups

from speculative decoding using the S and XL sub-

models of the 2.6B language model for drafting

and verification respectively. Speculative decoding

with independently trained baseline LMs results in a

speed-up of up to 10% over the standard autoregres-

sive decoding of the 2.6B-XL model. But MatLM-

based speculative decoding is up to 6% faster than

traditional speculative decoding. This additional

speed-up can be primarily attributed to the more con-

sistent nature of MatLM-based drafter and verifier models and is further boosted by the ability to share

attention cache across models from MatLM which is infeasible for the baselines (see Appendix B.2 of Devvrit

et al. [62]). Finally, MatLM further reduces the memory overhead for inference by removing the need to have

two models during resource-constrained deployment.

MatLM Scales as well as Vanilla Transformer LMs

Now that we have established that a 2.6B MatLM model and its submodels are as accurate as the baseline

Transformer LMs, we want to examine the scalability of training MatLM models. So, we study the scaling

properties [132, 108] of MatLMs and compare them to vanilla Transformer baseline LMs trained for the

same number of tokens. We train models ranging from 78M to 2.6B parameters on 10B to 160B tokens and

plot the validation loss for MatLM – {S, M, L, XL} compared against their baselines in Figure 7 in Appendix

of Devvrit et al. [62].

First, in Figure 4.3a, we observe that the training of MatLM-XL models across model sizes scale

as reliably as the Baseline-XL LMs for loss vs. number of parameters. However, Figure 4.3b interest-

ingly shows that it is not just the XL models but rather all the nested submodels, irrespective of gran-

ularity {S, M, L, XL}, of MatLM and Baseline that follow the same scaling trend. Therefore, we fit
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a scaling law according to the number of non-embedding parameters (N ) and training tokens (D) for

all possible submodels for both MatLMs and the baselines in Table 4.2. We observe that the fitted

parameters are extremely similar, suggesting that MatLMs scale similarly to vanilla Transformer LMs.

Table 4.2: Fitted parameters for the scaling equa-
tion: Loss(N,D) = a · (ND)b + c

a b c

Baseline 20.917 -0.119 1.868

Matformer 17.516 -0.114 1.845

In Figures 4.3c & 4.3d we also find that the downstream

evals for MatLM are within 0.5% of the baselines, with

the smaller submodels even outperforming the baselines

at scale. Finally, Figure 7f in the Appendix of Devvrit

et al. [62] shows that the MatLM submodels are more

consistent with their XL model compared to the baseline

counterparts across scales.

We note that the scaling law equation does not capture how (1) MatLMs have been optimized for multiple

submodels and even have performant submodels that have not been explicitly optimized for (Section 4.5.1),
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Figure 4.3: We train various decoder-only MatLM models at a range of sizes from 78M to 2.6B parameters
and observe the scaling trends of all granularities (S, M, L, XL) for validation loss and 1-shot downstream
evaluation scores. We find that the MatLM-XL models across scales mimic the training trends of Baseline-XL
models. Interestingly, we also note that that validation loss and downstream evaluations follow the scaling
trends of the XL-models across all granularities.
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and (2) MatLMs and baselines of the same size have different training FLOPs per step. We leave formulations

that capture these subtleties to future work and further discuss this in Appendix C.1 of Devvrit et al. [62]. We

provide full results split by granularity in Appendix C of Devvrit et al. [62].

4.5.2 MatViT: MatFormer Vision Transformers

In this section, we extend MatFormer to Vision Transformer (ViT) [67] based computer vision encoder models.

MatFormer-based ViT – MatViT – enables elastic inference for fundamental tasks like image classification

and retrieval. To this end, we train the MatFormer variant of the standard ViT-B/16 and ViT-L/16 models –

MatViT-B/16 and MatViT-L/16 that are trained with g = 4 prechosen nested granularities (FFN ratios of

{0.5, 1, 2, 4}). B/16 models are trained on ImageNet-1K [215] with AugReg [233] while L/16 models are

pretrained on ImageNet-21K [55] followed by finetuning on ImageNet-1K. All models are trained with the

training setup and optimal hyperparameters of the standard ViT variants from the Scenic library [52].

Image Classification

For image classification, we evaluate both ViT & MatViT models on ImageNet-1K. Figure 4.4a shows that

the explicitly optimized granularities in MatViT result in as accurate models as the independently trained

baselines for the B/16. However for L/16, as shown in Figure 4.4b, we see that the MatViT models are up to

0.35% more accurate than the baseline for the same inference cost.

We then explore using MatFormer at different training stages with a 2× 2 grid of pretraining-finetuning
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Figure 4.4: MatViT variants match or outperform standard ViT models on ImageNet-1K classification and
provide free extracted models that span the accuracy-compute curve through Mix’n’Match.
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Figure 4.5: MatViT natively enables elastic encoders for adaptive retrieval that can be used for real-time
query side computation while retaining strong accuracy on ImageNet-1K, unlike the baselines.

pairs (Table 7 in Appendix E.1 of Devvrit et al. [62]) and find that using a MatFormer during pretraining

helps bring more accurate and flexible encoders for downstream use. Further, finetuning using MatFormer

enhances elastic deployment depending on the constraints at hand through Mix’n’Match.

Adaptive Encoders with Mix’n’Match. Furthermore, our Mix’n’match models’ accuracy almost lies on

the line joining accuracy of explicitly trained granularities. In scenarios where, say, an application can host

50M parameter B/16 model, MatViT can provide 0.8% more accurate model than the current approach which

would host the largest baseline model with ≤ 50M parameters.

During deployment, the universal MatViT model can be stored in memory and depending on the compute

constraints be used to extract an adaptable smaller model to maximize accuracy with the available resources

at that moment. Currently, we find the Mix’n’Match models on the accuracy-compute curve through a quick

inference on the validation set. While relatively scalable, this points to the need for optimal budget allocation

across layers in neural networks [145].

Adaptive Image Retrieval

The goal of image retrieval is to find semantically similar images – e.g. images from the same class – using

representations obtained from a pretrained encoder [43]. Standard approach is to encode the database images

as well as query image with same encoder and run nearest neighbor retrieval for the query embedding. While

we can embed database images with an expensive encoder, the query encoder generally has to be real-time.

Furthermore, the setting of query encoding might be varied, e.g., on-device vs. cloud processing, varying
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query load and query complexity. Current solutions have to stick to a fixed encoder thus compromising on

accuracy or cost for various settings.

Given the elastic nature of MatViT, it is a good candidate for query encoder. However, retrieval also

requires that submodels preserve distances between fixed database (with large encoder) and query embeddings

across all the granularities. If we use smaller baseline ViT models only for query encoding, these distances

are not preserved and lead to nearly 0 retrieval accuracy (see Figure 4.5).

We evaluate both ViT and MatViT encoders on ImageNet-1K for image retrieval. We compute 1-nearest

neighbor (NN) accuracy using the representation vector of the [CLS] token (also see Appendix E.2 of Devvrit

et al. [62]). Figure 4.5 shows that submodels extracted from MatViT can approximately preserve distances

and provide significantly more flexibility. For example, with a loss of < 0.5% accuracy, MatViT-L/16 can

reduce compute cost by 40%. To our knowledge, this is the first result of its kind and opens up a wide variety

of adaptive inference strategies for large-scale semantic search.

4.6 Conclusions

In this work we presented MatFormer, a natively elastic Transformer architecture that allows training a single

universal model which can be used to extract hundreds of smaller accurate submodels at zero additional cost

at deployment time We find that the MatFormer Language Model (MatLM) matches the perplexity & 1-shot

accuracy of independently trained models. In fact, MatLM demonstrates an interesting loss-vs-compute

scaling curve that is nearly independent of trained granularity indicating robust generalization to extremely

large models as well. Finally, MatFormer submodels enable diverse inference time speedups like faster

autoregressive generation with speculative decoding and elastic query encoders for adaptive dense retrieval

across modalities.
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Chapter 5

Soft Threshold Weight Reparameterization

for Learnable Sparsity

5.1 Overview

Sparsity in Deep Neural Networks (DNNs) is studied extensively with the focus of maximizing prediction

accuracy given an overall parameter budget. Existing methods rely on uniform or heuristic non-uniform

sparsity budgets which have sub-optimal layer-wise parameter allocation resulting in a) lower prediction

accuracy or b) higher inference cost (FLOPs). This chapter proposes Soft Threshold Reparameterization

(STR), a novel use of the soft-threshold operator on DNN weights. STR smoothly induces sparsity while

learning pruning thresholds thereby obtaining a non-uniform sparsity budget. Our method achieves state-

of-the-art accuracy for unstructured sparsity in CNNs (ResNet50 and MobileNetV1 on ImageNet-1K), and,

additionally, learns non-uniform budgets that empirically reduce the FLOPs by up to 50%. Notably, STR

boosts the accuracy over existing results by up to 10% in the ultra sparse (99%) regime and can also be

used to induce low-rank (structured sparsity) in RNNs. In short, STR is a simple mechanism which learns

effective sparsity budgets that contrast with popular heuristics. Code, pretrained models and sparsity budgets

are at https://github.com/RAIVNLab/STR.
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5.2 Introduction

Deep Neural Networks (DNNs) are the state-of-the-art models for many important tasks in the domains of

Computer Vision, Natural Language Processing, etc. To enable highly accurate solutions, DNNs require

large model sizes resulting in huge inference costs, which many times become the main bottleneck in the

real-world deployment of the solutions. During inference, a typical DNN model stresses the following aspects

of the compute environment: 1) RAM - working memory, 2) Processor compute - Floating Point Operations

(FLOPs1), and 3) Flash - model size. Various techniques are proposed to make DNNs efficient including

model pruning (sparsity) [93], knowledge distillation [28], model architectures [111] and quantization [206].

Sparsity of the model, in particular, has potential for impact across a variety of inference settings as it

reduces the model size and inference cost (FLOPs) without significant change in training pipelines. Naturally,

several interesting projects address inference speed-ups via sparsity on existing frameworks [166, 69] and

commodity hardware [10]. On-premise or Edge computing is another domain where sparse DNNs have

potential for deep impact as it is governed by billions of battery limited devices with single-core CPUs. These

devices, including mobile phones [8] and IoT sensors [197, 213], can benefit significantly from sparsity as it

can enable real-time on-device solutions.

Sparsity in DNNs, surveyed extensively in Section 5.3, has been the subject of several papers where new

algorithms are designed to obtain models with a given parameter budget. But state-of-the-art DNN models

tend to have a large number of layers with highly non-uniform distribution both in terms of the number

of parameters as well as FLOPs required per layer. Most existing methods rely either on uniform sparsity

across all parameter tensors (layers) or on heuristic non-uniform sparsity budgets leading to a sub-optimal

weight allocation across layers and can lead to a significant loss in accuracy. Furthermore, if the budget is

set at a global level, some of the layers with a small number of parameters would be fully dense as their

contribution to the budget is insignificant. However, those layers can have significant FLOPs, e.g., in an

initial convolution layer, a simple tiny 3×3 kernel would be applied to the entire image. Hence, while such

models might decrease the number of non-zeroes significantly, their FLOPs could still be large.

Motivated by the above-mentioned challenges, this works addresses the following question: “Can we

design a method to learn non-uniform sparsity budget across layers that is optimized per-layer, is stable, and

1One Multiply-Add is counted as one FLOP
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is accurate?".

Most existing methods for learning sparse DNNs have their roots in the long celebrated literature of

high-dimension statistics and, in particular, sparse regression. These methods are mostly based on well-

known Hard and Soft Thresholding techniques, which are essentially projected gradient methods with explicit

projection onto the set of sparse parameters. However, these methods require a priori knowledge of sparsity,

and as mentioned above, mostly heuristic methods are used to set the sparsity levels per layer.

We propose Soft Threshold Reparameterization (STR) to address the aforementioned issues. We use the

fact that the projection onto the sparse sets is available in closed form and propose a novel reparameterization

of the problem. That is, for forward pass of DNN, we use soft-thresholded version [66] of a weight tensor

Wl of the l-th layer in the DNN: S(Wl, αl) := sign (Wl) · ReLU(|Wl| − αl) where αl is the pruning

threshold for the l-th layer. As the DNN loss can be written as a continuous function of αl’s, we can use

backpropagation to learn layer-specific αl to smoothly induce sparsity. Typically, each layer in a neural

network is distinct unlike the interchangeable weights and neurons making it interesting to learn layer-wise

sparsity.

Due to layer-specific thresholds and sparsity, STR is able to achieve state-of-the-art accuracy for un-

structured sparsity in CNNs across various sparsity regimes. STR makes even small-parameter layers sparse

resulting in models with significantly lower inference FLOPs than the baselines. For example, STR for 90%

sparse MobileNetV1 on ImageNet-1K results in a 0.3% boost in accuracy with 50% fewer FLOPs. Empiri-

cally, STR’s learnt non-uniform budget makes it a very effective choice for ultra (99%) sparse ResNet50 as

well where it is ∼10% more accurate than baselines on ImageNet-1K. STR can also be trivially modified to

induce structured sparsity, demonstrating its generalizability to a variety of DNN architectures across domains.

Finally, STR’s learnt non-uniform sparsity budget transfers across tasks thus discovering an efficient sparse

backbone of the model.

The 3 major contributions of this work are:

• Soft Threshold Reparameterization (STR), for the weights in DNNs, to induce sparsity via learning the

per-layer pruning thresholds thereby obtaining a better non-uniform sparsity budget across layers.

• Extensive experimentation showing that STR achieves the state-of-the-art accuracy for sparse CNNs

(ResNet50 and MobileNetV1 on ImageNet-1K) along with a significant reduction in inference FLOPs.
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• Extension of STR to structured sparsity, that is useful for the direct implementation of fast inference in

practice.

5.3 Related Work

This section covers the spectrum of work on sparsity in DNNs. The sparsity in the discussion can be

characterized as (a) unstructured and (b) structured while sparsification techniques can be (i) dense-to-sparse,

and (ii) sparse-to-sparse. Finally, the sparsity budget in DNNs can either be (a) uniform, or (b) non-uniform

across layers. This will be a key focus of this paper, as different budgets result in different inference compute

costs as measured by FLOPs. This section also discusses the recent work on learnable sparsity.

5.3.1 Unstructured and Structured Sparsity

Unstructured sparsity does not take the structure of the model (e.g. channels, rank, etc.,) into account.

Typically, unstructured sparsity is induced in DNNs by making the parameter tensors sparse directly based on

heuristics (e.g. weight magnitude) thereby creating sparse tensors that might not be capable of leveraging

the speed-ups provided by commodity hardware during training and inference. Unstructured sparsity

has been extensively studied and includes methods which use gradient, momentum, and Hessian based

heuristics [73, 155, 152, 95, 59], and magnitude-based pruning [93, 90, 282, 77, 79, 186, 15, 183, 189, 144,

266]. Unstructured sparsity can also be induced by L0, L1 regularization [173], and Variational Dropout

(VD) [184].

Gradual Magnitude Pruning (GMP), proposed in [282], and studied further in [79], is a simple

magnitude-based weight pruning applied gradually over the course of the training. Discovering Neural

Wirings (DNW) [266] also relies on magnitude-based pruning while utilizing a straight-through estimator for

the backward pass. GMP and DNW are the state-of-the-art for unstructured pruning in DNNs (especially in

CNNs) demonstrating the effectiveness of magnitude pruning. VD gets accuracy comparable to GMP [79] for

CNNs but at a cost of 2× memory and 4× compute during training making it hard to be used ubiquitously.

Structured sparsity takes structure into account making the models scalable on commodity hardware

with the standard computation techniques/architectures. Structured sparsity includes methods which make

parameter tensors low-rank [119, 6, 174], prune out channels, filters and induce block/group sparsity [170,
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262, 161, 175, 85, 273]. Even though structured sparsity can leverage speed-ups provided by parallelization,

the highest levels of model pruning are only possible with unstructured sparsity techniques.

5.3.2 Dense-to-sparse and Sparse-to-sparse Training

Until recently, most sparsification methods were dense-to-sparse i.e., the DNN starts fully dense and is made

sparse by the end of the training. Dense-to-sparse training in DNNs encompasses the techniques presented

in [93, 282, 184, 77, 210].

The lottery ticket hypothesis [77] sparked an interest in training sparse neural networks end-to-end.

This is referred to as sparse-to-sparse training and a lot of recent work [186, 15, 73, 155, 59] aims to do

sparse-to-sparse training using techniques which include re-allocation of weights to improve accuracy.

Dynamic Sparse Reparameterization (DSR) [186] heuristically obtains a global magnitude threshold

along with the re-allocation of the weights based on the non-zero weights present at every step. Sparse

Networks From Scratch (SNFS) [59] utilizes momentum of the weights to re-allocate weights across layers

and the Rigged Lottery (RigL) [73] uses the magnitude to drop and the periodic dense gradients to regrow

weights. SNFS and RigL are state-of-the-art in sparse-to-sparse training but fall short of GMP for the same

experimental settings. It should be noted that, even though sparse-to-sparse can reduce the training cost, the

existing frameworks [196, 1] consider the models as dense resulting in minimal gains.

DNW [266] and Dynamic Pruning with Feedback (DPF) [164] fall between both as DNW uses a fully

dense gradient in the backward pass and DPF maintains a copy of the dense model in parallel to optimize the

sparse model through feedback. Note that DPF is complementary to most of the techniques discussed here.

5.3.3 Uniform and Non-uniform Sparsity

Uniform sparsity implies that all the layers in the DNN have the same amount of sparsity in proportion. Quite

a few works have used uniform sparsity [79], given its ease and lack of hyperparameters. However, some

works keep parts of the model dense, including the first or the last layers [164, 186, 282]. In general, making

the first or the last layers dense benefits all the methods. GMP typically uses uniform sparsity and achieves

state-of-the-art results.

Non-uniform sparsity permits different layers to have different sparsity budgets. Weight re-allocation
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heuristics have been used for non-uniform sparsity in DSR and SNFS. It can be a fixed budget like the

ERK (Erdos-Renyi-Kernel) heuristic described in RigL [73]. A global pruning threshold [93] can also

induce non-uniform sparsity and has been leveraged in Iterative Magnitude Pruning (IMP) [77, 210]. A

good non-uniform sparsity budget can help in maintaining accuracy while also reducing the FLOPs due to

a better parameter distribution. The aforementioned methods with non-uniform sparsity do not reduce the

FLOPs compared to uniform sparsity in practice. Very few techniques like AMC [102], using expensive

reinforcement learning, minimize FLOPs with non-uniform sparsity.

Most of the discussed techniques rely on intelligent heuristics to obtain non-uniform sparsity. Learning

the pruning thresholds and in-turn learning the non-uniform sparsity budget is the main contribution of this

work.

5.3.4 Learnable Sparsity

Concurrent to our work, [221, 168, 156, 269, 12] have proposed learnable sparsity methods through training

of the sparse masks and weights simultaneously with minimal heuristics. The reader is urged to review

these works for a more complete picture of the field. Note that, while STR is proposed to induce layer-wise

unstructured sparsity, it can be easily adapted for global, filter-wise, or per-weight sparsity as discussed in

Appendix A.5 of Kusupati et al. [145].

5.4 Method - STR

Optimization under sparsity constraint on the parameter set is a well studied area spanning more than three

decades [66, 33, 123], and is modeled as:

min
W
L(W;D), s.t. ∥W∥0 ≤ k,

where D :=
{
xi ∈ Rd, yi ∈ R

}
i∈[n] is the observed data, L is the loss function,W are the parameters to be

learned and ∥ · ∥0 denotes the L0-norm or the number of non-zeros, and k is the parameter budget. Due to

non-convexity and combinatorial structure of the L0 norm constraint, it’s convex relaxation L1 norm has

been studied for long time and has been at the center of a large literature on high-dimensional learning.
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In particular, several methods have been proposed to solve the two problems including projected gradient

descent, forward/backward pruning etc.

Projected Gradient Descent (PGD) in particular has been popular for both the problems as the projection

onto both L0 as well as the L1 ball is computable in almost closed form [14, 123]; L0 ball projection is called

Hard Thresholding while L1 ball projection is known as Soft Thresholding. Further, these methods have been

the guiding principle for many modern DNN model pruning (sparsity) techniques [93, 282, 189].

However, projection-based methods suffer from the problem of dense gradient and intermediate parameter

structure, as the gradient descent iterate can be arbitrarily out of the set and is then projected back onto L0 or

L1 ball. At a scale of billions of parameters, computing such dense gradients and updates can be daunting.

More critically, the budget parameter k is set at the global level, so it is not clear how to partition the budget

for each layer, as the importance of each layer can be significantly different.

In this work, we propose a reparameterization, Soft Threshold Reparameterization (STR) based on the

soft threshold operator [66], to alleviate both the above mentioned concerns. That is, instead of first updating

W via gradient descent and then computing its projection, we directly optimize over projected W . Let

Sg(W; s) be the projection ofW parameterized by s and function g. S is applied to each element ofW and

is defined as:

Sg(w, s) := sign (w) · ReLU(|w| − g(s)), (5.1)

where s is a learnable parameter, g : R→ R, and α = g(s) is the pruning threshold. ReLU(a) = max(a, 0).

That is, if |w| ≤ g(s), then Sg(w, s) sets it to 0.

Reparameterizing the optimization problem with S modifies (note that it is not equivalent) it to:

min
W
L(Sg(W, s),D). (5.2)

For L-layer DNN architectures, we divideW into: W = [Wl]
L
l=1 where Wl is the parameter tensor for

the l-th layer. As mentioned earlier, different layers of DNNs are unique can have significantly different

number of parameters. Similarly, different layers might need different sparsity budget for the best accuracy.

So, we set the trainable pruning parameter for each layer as sl. That is, s = [s1, . . . , sL].

Now, using the above mentioned reparameterization for each Wl and adding a standard L2 regularization
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per layer, we get the following Gradient Descent (GD) update equation at the t-th step for Wl, ∀ l ∈ [L]:

W
(t+1)
l ← (1− ηt · λ)W(t)

l

− ηt∇Sg(Wl,sl)L(Sg(W
(t), s),D)⊙∇Wl

Sg(Wl, sl), (5.3)

where ηt is the learning rate at the t-th step, and λ is the L2 regularization (weight-decay) hyper-parameter.

∇Wl
Sg(Wl, sl) is the gradient of Sg(Wl, sl) w.r.t. Wl.

Now, S is non-differentiable, so we use sub-gradient which leads to the following update equation:

W
(t+1)
l ← (1− ηt · λ)W(t)

l

− ηt∇Sg(Wl,sl)L(Sg(W
(t), s),D)⊙ 1

{
Sg(W(t)

l , sl) ̸= 0
}
, (5.4)

where 1 {·} is the indicator function and A⊙B denotes element-wise (Hadamard) product of tensors A and

B.

Now, if g is a continuous function, then using the STR (5.2) and (5.1), it is clear that L(Sg(W, s),D)

is a continuous function of s. Further, sub-gradient of L w.r.t. s, can be computed and uses for gradient

descent on s as well; see Appendix A.2 of Kusupati et al. [145]. Algorithm 1 in the Appendix of Kusupati

et al. [145] shows the implementation of STR on 2D convolution along with extensions to global, per-filter

& per-weight sparsity. STR can be modified and applied on the eigenvalues of a parameter tensor, instead of

individual entries mentioned above, resulting in low-rank tensors; see Section 5.5.2 for further details. Note

that s also has the same weight-decay parameter λ.

Naturally, g plays a critical role here, as a sharp g can lead to an arbitrary increase in threshold leading to

poor accuracy while a flat g can lead to slow learning. Practical considerations for choice of g are discussed in

Appendix A.1 of Kusupati et al. [145]. For the experiments, g is set as the Sigmoid function for unstructured

sparsity and the exponential function for structured sparsity. Typically, {sl}l∈[L] are initialized with sinit to

ensure that the thresholds {αl = g(sl)}l∈[L] start close to 0. Figure 5.1 shows that the thresholds’ dynamics

are guided by a combination of gradients from L and the weight-decay on s. Further, the overall sparsity

budget for STR is not set explicitly. Instead, it is controlled by the weight-decay parameter (λ), and can be

further fine-tuned using sinit. Interestingly, this curve is similar to the handcrafted heuristic for thresholds
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defined in [189]. Figure 5.2 shows the overall learnt sparsity budget for ResNet50 during training. The curve

looks similar to GMP [282] sparsification heuristic, however, STR learns it via backpropagation and SGD.

Figure 5.1: The learnt threshold parameter, α = g(s), for layer 10 in 90% sparse ResNet50 on ImageNet-1K
over the course of training.

Figure 5.2: The progression of the learnt overall budget for 90% sparse ResNet50 on ImageNet-1K over the
course of training.

Figure 5.3: The final learnt threshold values, [αl]
54
l=1 = [g(sl)]

54
l=1, for all the layers in 90% sparse ResNet50

on ImageNet-1K.

87



Finally, each parameter tensor learns a different threshold value, {αl}l∈[L], resulting in unique final

thresholds across the layers, as shown in Figure 5.3 for ResNet50. This, in turn, results in the non-uniform

sparsity budget (see Figure 5.6) which is empirically shown to be effective in increasing prediction accuracy

while reducing FLOPs. Moreover, (5.4) shows that the gradient update itself is sparse as gradient of L is

multiplied with an indicator function of Sg(Wl) ̸= 0 which gets sparser over iterations (Figure 5.2). So STR

addresses both the issues with standard PGD methods (Hard/Soft Thresholding) that we mentioned above.

5.4.1 Analysis

The reparameterization trick using the projection operator’s functional form can be used for standard

constrained optimization problems as well (assuming the projection operator has a closed-form). However,

it is easy to show that in general, such a method need not converge to the optimal solution even for convex

functions over convex sets. This raises a natural question about the effectiveness of the technique for

sparse weights learning problem. It turns out that for sparsity constrained problems, STR is very similar to

backward pruning [96] which is a well-known technique for sparse regression. Note that, similar to Hard/Soft

Thresholding, standard backward pruning also does not support differentiable tuning thresholds which makes

it challenging to apply it to DNNs.

To further establish this connection, let’s consider a standard sparse regression problem where y = Xw∗,

Xij ∼ N (0, 1), and X ∈ Rn×d. w∗ ∈ {0, 1}d has r ≪ d non-zeros, and d ≫ n ≫ r log d. Due to

the initialization, g(s) ≈ 0 in initial few iterations. So, gradient descent converges to the least ℓ2-norm

regression solution. That is, w = UUTw∗ where U ∈ Rd×n is the right singular vector matrix of X and is

a random n-dimensional subspace. As U is a random subspace. Since n≫ r log d, USU
T
S ≈

r
d · I where

S = supp(w∗), and US indexes rows of U corresponding to S. That is, minj∈S
∣∣Uj ·UTw∗∣∣ ≥ 1− o(1).

On the other hand,
∣∣Uj ·UT

Sw
∗∣∣ ≲ √

nr
d

√
log d with high probability for j ̸∈ S. As n≫ r log d, almost all

the elements of supp(w∗) will be in top O (n) elements of w. Furthermore, XSg(w, s) = y, so |s| would

decrease significantly via weight-decay and hence g(s) becomes large enough to prune all but say O (n)

elements. Using a similar argument as above, leads to further pruning of w, while ensuring recovery of

almost all elements in supp(w∗).
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5.5 Experiments

This section showcases the experimentation followed by the observations from applying STR for (a) unstruc-

tured sparsity in CNNs and (b) structured sparsity in RNNs.

5.5.1 Unstructured Sparsity in CNNs

Experimental Setup

ImageNet-1K [55] is a widely used large-scale image classification dataset with 1K classes. All the CNN

experiments presented are on ImageNet-1K. ResNet50 [98] and MobileNetV1 [111] are two popular CNN

architectures. ResNet50 is extensively used in literature to show the effectiveness of sparsity in CNNs.

Experiments on MobileNetV1 argue for the generalizability of the proposed technique (STR). Dataset and

models’ details can be found in Appendix A.7 of Kusupati et al. [145].

STR was compared against strong state-of-the-art baselines in various sparsity regimes including

GMP [79], DSR [186], DNW [266], SNFS [59], RigL [73] and DPF [164]. GMP and DNW always

use a uniform sparsity budget. RigL, SNFS, DSR, and DPF were compared in their original form. Exceptions

for the uniform sparsity are marked in Table 5.1. The “+ ERK" suffix implies the usage of ERK budget [73]

instead of the original sparsity budget. Even though VD [184] achieves state-of-the-art results, it is omitted

due to the 2× memory and 4× compute footprint during training. Typically VD and IMP use a global thresh-

old for global sparsity (GS) [93] which can also be learnt using STR. The unstructured sparsity experiments

presented compare the techniques which induce layer-wise sparsity. Note that STR is generalizable to other

scenarios as well. Open-source implementations, pre-trained models, and reported numbers of the available

techniques were used as the baselines. Experiments were run on a machine with 4 NVIDIA Titan X (Pascal)

GPUs.

All baselines use the hyperparameter settings defined in their implementations/papers. The experiments

for STR use a batch size of 256, cosine learning rate routine and are trained for 100 epochs following the

hyperparameter settings in [266] using SGD + momentum. STR has weight-decay (λ) and sinit hyperpa-

rameters to control the overall sparsity in CNNs and can be found in Appendix A.6 of Kusupati et al. [145].

GMP1.5× [79] and RigL5× [73] show that training the networks longer increases accuracy. However, due to
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the limited compute and environmental concerns [223], all the experiments were run only for around 100

epochs (∼3 days each). Unstructured sparsity in CNNs with STR is enforced by learning one threshold

per-layer as shown in Figure 5.3. PyTorch STRConv code can be found in Algorithm 1 of Appendix

of Kusupati et al. [145].

ResNet50 on ImageNet-1K

A fully dense ResNet50 trained on ImageNet-1K has 77.01% top-1 validation accuracy. STR is compared

extensively to other baselines on ResNet50 in the sparsity ranges of 80%, 90%, 95%, 96.5%, 98%, and 99%.

Table 5.1 shows that DNW and GMP are state-of-the-art among the baselines across all the aforementioned

sparsity regimes. As STR might not be able to get exactly to the sparsity budget, numbers are reported for

the models which nearby. Note that the 90.23% sparse ResNet50 on ImageNet-1K with STR is referred to as

the 90% sparse ResNet50 model learnt with STR.
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Figure 5.4: STR forms a frontier curve over all the baselines in all sparsity regimes showing that it is the
state-of-the-art for unstructured sparsity in ResNet50 on ImageNet-1K.

STR comfortably beats all the baselines across all the sparsity regimes as seen in Table 5.1 and is the

state-of-the-art for unstructured sparsity. Figure 5.4 shows that STR forms a frontier curve encompassing all

the baselines at all the levels of sparsity. Very few methods are stable in the ultra sparse regime of 98-99%

sparsity and GMP can achieve 99% sparsity. STR is very stable even in the ultra sparse regime, as shown in
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Table 5.1 and Figure 5.4, while being up to 10% higher in accuracy than GMP at 99% sparsity.

STR induces non-uniform sparsity across layers, Table 5.1 and Figure 5.5 show that STR produces

Table 5.1: STR is the state-of-the-art for unstructured sparsity in ResNet50 on ImageNet-1K while having lesser
inference cost (FLOPs) than the baselines across all the sparsity regimes. ∗ and # imply that the first and last layer are
dense respectively. Baseline numbers reported from their respective papers/open-source implementations and models.
FLOPs do not include batch-norm.

Method
Top-1 Acc

(%)
Params

Sparsity
(%)

FLOPs

ResNet-50 77.01 25.6M 0.00 4.09G

GMP 75.60 5.12M 80.00 818M
DSR∗# 71.60 5.12M 80.00 1.23G
DNW 76.00 5.12M 80.00 818M
SNFS 74.90 5.12M 80.00 -
SNFS + ERK 75.20 5.12M 80.00 1.68G
RigL∗ 74.60 5.12M 80.00 920M
RigL + ERK 75.10 5.12M 80.00 1.68G
DPF 75.13 5.12M 80.00 818M
STR 76.19 5.22M 79.55 766M
STR 76.12 4.47M 81.27 705M

GMP 73.91 2.56M 90.00 409M
DNW 74.00 2.56M 90.00 409M
SNFS 72.90 2.56M 90.00 1.63G
SNFS + ERK 72.90 2.56M 90.00 960M
RigL∗ 72.00 2.56M 90.00 515M
RigL + ERK 73.00 2.56M 90.00 960M
DPF# 74.55 4.45M 82.60 411M
STR 74.73 3.14M 87.70 402M
STR 74.31 2.49M 90.23 343M
STR 74.01 2.41M 90.55 341M

GMP 70.59 1.28M 95.00 204M
DNW 68.30 1.28M 95.00 204M
RigL∗ 67.50 1.28M 95.00 317M
RigL + ERK 70.00 1.28M 95.00 ∼600M
STR 70.97 1.33M 94.80 182M
STR 70.40 1.27M 95.03 159M
STR 70.23 1.24M 95.15 162M

RigL∗ 64.50 0.90M 96.50 257M
RigL + ERK 67.20 0.90M 96.50 ∼500M
STR 67.78 0.99M 96.11 127M
STR 67.22 0.88M 96.53 117M

GMP 57.90 0.51M 98.00 82M
DNW 58.20 0.51M 98.00 82M
STR 62.84 0.57M 97.78 80M
STR 61.46 0.50M 98.05 73M
STR 59.76 0.45M 98.22 68M

GMP 44.78 0.26M 99.00 41M
STR 54.79 0.31M 98.79 54M
STR 51.82 0.26M 98.98 47M
STR 50.35 0.23M 99.10 44M
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Figure 5.5: STR results in ResNet50 models on ImageNet-1K which have the lowest inference cost (FLOPs)
for any given accuracy.

models which have lower or similar inference FLOPs compared to the baselines while having better prediction

accuracy in all the sparsity regimes. This hints at the fact that STR could be redistributing the parameters

thereby reducing the FLOPs. In the 80% sparse models, STR is at least 0.19% better in accuracy than the

baselines while having at least 60M (6.5%) lesser FLOPs. Similarly, STR has state-of-the-art accuracy in

90%, 95%, and 96.5% sparse regimes while having at least 68M (16.5%), 45M (22%) and 140M (54%) lesser

FLOPs than the best baselines respectively. In the ultra sparse regime of 98% and 99% sparsity, STR has

similar or slightly higher FLOPs compared to the baselines but is up to 4.6% and 10% better in accuracy

respectively. Table 5.1 summarizes that the non-uniform sparsity baselines like SNFS, SNFS+ERK, and

RigL+ERK can have up to 2-4× higher inference cost (FLOPs) due to non-optimal layer-wise distribution of

the parameter weights.

Observations: STR on ResNet50 shows some interesting observations related to sparsity and inference

cost (FLOPs). These observations will be further discussed in Section 5.6:

1. STR is state-of-the-art for unstructured sparsity.

2. STR minimizes inference cost (FLOPs) while maintaining accuracy in the 80-95% sparse regime.

3. STR maximizes accuracy while maintaining inference cost (FLOPs) in 98-99% ultra sparse regime.

4. STR learns a non-uniform layer-wise sparsity, shown in Figure 5.6, which shows that the initial layers of
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Figure 5.6: Layer-wise sparsity budget for the 90% sparse ResNet50 models on ImageNet-1K using various
sparsification techniques.
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Figure 5.7: Layer-wise FLOPs budget for the 90% sparse ResNet50 models on ImageNet-1K using various
sparsification techniques.

the CNN can be sparser than that of the existing non-uniform sparsity methods. All the learnt non-uniform

budgets through STR can be found in Appendix A.3 of Kusupati et al. [145].

5. Figure 5.6 also shows that the last layers through STR are denser than that of the other methods which is

contrary to the understanding in the literature of non-uniform sparsity [186, 59, 73, 79]. This leads to a

sparser backbone for transfer learning. The backbone sparsities can be found in Appendix A.3 of Kusupati

et al. [145].

6. Figure 5.7 shows the layer-wise FLOPs distribution for the non-uniform sparsity methods. STR adjusts

the FLOPs across layers such that it has lower FLOPs than the baselines. Note that the other non-uniform

sparsity budgets lead to heavy compute overhead in the initial layers due to denser parameter tensors.

STR can also induce global sparsity (GS) [93] with similar accuracy at ∼ 2× FLOPs compared to layer-wise
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Table 5.2: STR is up to 3% higher in accuracy while having 33% lesser inference cost (FLOPs) for
MobileNetV1 on ImageNet-1K.

Method
Top-1 Acc

(%)
Params

Sparsity
(%)

FLOPs

MobileNetV1 71.95 4.21M 0.00 569M

GMP 67.70 1.09M 74.11 163M
STR 68.35 1.04M 75.28 101M
STR 66.52 0.88M 79.07 81M

GMP 61.80 0.46M 89.03 82M
STR 64.83 0.60M 85.80 55M
STR 62.10 0.46M 89.01 42M
STR 61.51 0.44M 89.62 40M

for 90-98% sparsity (details in Appendix A.5.1 of Kusupati et al. [145]).

MobileNetV1 on ImageNet-1K

MobileNetV1 was trained on ImageNet-1K for unstructured sparsity with STR to ensure generalizability.

Since GMP is the state-of-the-art baseline as shown earlier, STR was only compared to GMP for 75%

and 90% sparsity regimes. A fully dense MobileNetV1 has a top-1 accuracy of 71.95% on ImageNet-1K.

GMP [282] has the first layer and depthwise convolution layers dense for MobileNetV1 to ensure training

stability and maximize accuracy.

Table 5.2 shows the STR is at least 0.65% better than GMP for 75% sparsity, while having at least

62M (38%) lesser FLOPs. More interestingly, STR has state-of-the-art accuracy while having up to 50%

(40M) lesser FLOPs than GMP in the 90% sparsity regime. All the observations made for ResNet50 hold

for MobileNetV1 as well. The sparsity and FLOPs distribution across layers can be found in Appendix A.4

of Kusupati et al. [145].

5.5.2 Structured Sparsity in RNNs

Experimental Setup

Google-12 is a speech recognition dataset that has 12 classes made from the Google Speech Commands

dataset [259]. HAR-2 is a binarized version of the 6-class Human Activity Recognition dataset [8]. These

two datasets stand as compelling cases for on-device resource-efficient machine learning at the edge. Details

about the datasets can be found in Appendix A.7 of Kusupati et al. [145].
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FastGRNN [144] was proposed to enable powerful RNN models on resource-constrained devices. Fast-

GRNN relies on making the RNN parameter matrices low-rank, sparse and quantized. As low-rank is a form

of structured sparsity, experiments were done to show the effectiveness of STR for structured sparsity. The in-

put vector to the RNN at each timestep and hidden state have D & D̂ dimensionality respectively. FastGRNN

has two parameter matrices, W ∈ RD×D̂, U ∈ RD̂×D̂ which are reparameterized as product of low-rank

matrices, W = W1W2, and U = U1U2 where W1 ∈ RD×rW , W2 ∈ RrW×D̂, and (U1)
⊤,U2 ∈ RrU×D̂.

rW , rU are the ranks of the respective matrices. In order to apply STR, the low-rank reparameterization

can be changed to W = (W1 ⊙ 1m⊤
W)W2, and U = (U1 ⊙ 1m⊤

U)U2 where mW = 1D, and mU = 1D̂,

W1 ∈ RD×D, W2 ∈ RD×D̂, and U1,U2 ∈ RD̂×D̂. To learn the low-rank, STR is applied on the mW, and

mU vectors. Learning low-rank with STR on mW, mU can be thought as inducing unstructured sparsity on

the two trainable vectors aiming for the right rW , and rU .

The baseline is low-rank FastGRNN where the ranks of the matrices are preset [144]. EdgeML [57]

FastGRNN was used for the experiments with the hyperparameters suggested in the paper and is referred to

as vanilla training. Hyperparameters for the models can be found in Appendix A.6 of Kusupati et al. [145].

FastGRNN on Google-12 and HAR-2

Table 5.3 presents the results for low-rank FastGRNN with vanilla training and STR. Full-rank non-

reparameterized FastGRNN has an accuracy of 92.60% and 96.10% on Google-12 and HAR-2 respectively.

STR outperforms vanilla training by up to 1.67% in four different model-size reducing rank settings on

Table 5.3: STR can induce learnt low-rank in FastGRNN resulting in up to 2.47% higher accuracy than the
vanilla training.

Google-12 HAR-2

(rW , rU )
Accuracy (%)

(rW , rU )
Accuracy (%)

Vanilla
Training

STR
Vanilla

Training
STR

Full rank (32, 100) 92.30 - Full rank (9, 80) 96.10 -

(12, 40) 92.79 94.45 (9, 8) 94.06 95.76
(11, 35) 92.86 94.42 (9, 7) 93.15 95.62
(10, 31) 92.86 94.25 (8, 7) 94.88 95.59
(9, 24) 93.18 94.45

Google-12. Similarly, on HAR-2, STR is better than vanilla training in all the rank settings by up to 2.47%.

Note that the accuracy of the low-rank models obtained by STR is either better or on-par with the full rank
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models while being around 50% and 70% smaller in size (low-rank) for Google-12 and HAR-2 respectively.

These experiments for structured sparsity in RNNs show that STR can be applied to obtain low-rank

parameter tensors. Similarly, STR can be extended for filter/channel pruning and block sparsity [101, 115,

170] and details for this adaptation can be found in Appendix A.5.2 of Kusupati et al. [145].

5.6 Discussion and Drawbacks

STR’s usage for unstructured sparsity leads to interesting observations as noted in Section 5.5.1. It is clear

from Table 5.1 and Figures 5.4, 5.5 that STR achieves state-of-the-art accuracy for all the sparsity regimes

and also reduces the FLOPs in doing so. STR helps in learning non-uniform sparsity budgets which are

intriguing to study as an optimal non-uniform sparsity budget can ensure minimization of FLOPs while

maintaining accuracy. Although it is not clear why STR’s learning dynamics result in a non-uniform budget

that minimizes FLOPs, the reduction in FLOPs is due to the better redistribution of parameters across layers.

Non-uniform sparsity budgets learnt by STR have the initial and middle layers to be sparser than the other

methods while making the last layers denser. Conventional wisdom suggests that the initial layers should be

denser as the early loss of information would be hard to recover, this drives the existing non-uniform sparsity

heuristics. As most of the parameters are present in the deeper layers, the existing methods tend to make

them sparser while not affecting the FLOPs by much. STR, on the other hand, balances the FLOPs and

sparsity across the layers as shown in Figures 5.6, 5.7 making it a lucrative and efficient choice. The denser

final layers along with sparser initial and middle layers point to sparser CNN backbones obtained using STR.

These sparse backbones can be viable options for efficient representation/transfer learning for downstream

tasks.

Table 5.4: Effect of various layer-wise sparsity budgets when used with DNW for ResNet50 on ImageNet-1K.

Method
Top-1 Acc

(%)
Params

Sparsity
(%)

FLOPs

Uniform 74.00 2.56M 90.00 409M
ERK 74.10 2.56M 90.00 960M
Budget from STR 74.01 2.49M 90.23 343M

Uniform 68.30 1.28M 95.00 204M
Budget from STR 69.72 1.33M 94.80 182M
Budget from STR 68.01 1.24M 95.15 162M
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Table 5.4 shows the effectiveness/transferability of the learnt non-uniform budget through STR for 90%

sparse ResNet50 on ImageNet-1K using DNW [266]. DNW typically takes in a uniform sparsity budget

and has an accuracy of 74% for a 90% sparse ResNet50. Using ERK non-uniform budget for 90% sparsity

results in a 0.1% increase in accuracy at the cost 2.35× inference FLOPs. Training DNW with the learnt

budget from STR results in a reduction of FLOPs by 66M (16%) while maintaining accuracy. In the 95%

sparsity regime, the learnt budget can improve the accuracy of DNW by up to 1.42% over uniform along with

a reduction in FLOPs by at least 22M (11%).

Table 5.5: Effect of various layer-wise sparsity budgets when used with GMP for ResNet50 on ImageNet-1K.

Method
Top-1 Acc

(%)
Params

Sparsity
(%)

FLOPs

Uniform 73.91 2.56M 90.00 409M
Budget from STR 74.13 2.49M 90.23 343M

Uniform 57.90 0.51M 98.00 82M
Budget from STR 59.47 0.50M 98.05 73M

Similarly, these budgets can also be used for other methods like GMP [282]. Table 5.5 shows that the

learnt sparsity budgets can lead to an increase in accuracy by 0.22% and 1.57% in 90% and 98% sparsity

regimes respectively when used with GMP. Accuracy gains over uniform sparsity are also accompanied by

a significant reduction in inference FLOPs. Note that the learnt non-uniform sparsity budgets can also be

obtained using smaller representative datasets instead of expensive large-scale experiments.

The major drawback of STR is the tuning of the weight-decay parameter, λ and finer-tuning with sinit to

obtain the targeted overall sparsity. One way to circumvent this issue is to freeze the non-uniform sparsity

distribution in the middle of training when the overall sparsity constraints are met and train for the remaining

epochs. This might not potentially give the best results but can give a similar budget which can be then

transferred to methods like GMP or DNW. Another drawback of STR is the function g for the threshold. The

stability, expressivity, and sparsification capability of STR depends on g. However, it should be noted that

sigmoid and exponential functions work just fine, as g, for STR.
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5.7 Conclusions

This paper proposed Soft Threshold Reparameterization (STR), a novel use of the soft-threshold operator,

for the weights in DNN, to smoothly induce sparsity while learning layer-wise pruning thresholds thereby

obtaining a non-uniform sparsity budget. Extensive experimentation showed that STR is state-of-the-art

for unstructured sparsity in CNNs for ImageNet-1K while also being effective for structured sparsity in

RNNs. Our method results in sparse models that have significantly lesser inference costs than the baselines.

In particular, STR achieves the same accuracy as the baselines for 90% sparse MobileNetV1 with 50%

lesser FLOPs. STR has ∼10% higher accuracy than the existing methods in ultra sparse (99%) regime

for ResNet50 showing the effectiveness of the learnt non-uniform sparsity budgets. STR can also induce

low-rank structure in RNNs while increasing the prediction accuracy showing the generalizability of the

proposed reparameterization. Finally, STR is easy to adapt and the learnt budgets are transferable.
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Chapter 6

LLC: Accurate, Multi-purpose Learnt

Low-dimensional Binary Codes

6.1 Overview

Learning binary representations of instances and classes is a classical problem with several high potential

applications. In modern settings, the compression of high-dimensional neural representations to low-

dimensional binary codes is a challenging task and often require large bit-codes to be accurate. In this chapter,

we propose a novel method for Learning Low-dimensional binary Codes (LLC) for instances as well as

classes. Our method does not require any side-information, like annotated attributes or label meta-data,

and learns extremely low-dimensional binary codes (≈ 20 bits for ImageNet-1K). The learnt codes are

super-efficient while still ensuring nearly optimal classification accuracy for ResNet50 on ImageNet-1K.

We demonstrate that the learnt codes capture intrinsically important features in the data, by discovering an

intuitive taxonomy over classes. We further quantitatively measure the quality of our codes by applying it

to the efficient image retrieval as well as out-of-distribution (OOD) detection problems. For ImageNet-100

retrieval problem, our learnt binary codes outperform 16 bit HashNet using only 10 bits and also are as

accurate as 10 dimensional real representations. Finally, our learnt binary codes can perform OOD detection,

out-of-the-box, as accurately as a baseline that needs ≈ 3000 samples to tune its threshold, while we require

none. Code is open-sourced at https://github.com/RAIVNLab/LLC.
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6.2 Introduction

Embedding data in low-dimensional binary space is a long-standing machine learning problem [256]. The

problem has received a lot of interest in the computer vision (CV) domain, where the goal is to find binary

codes that capture the key semantics of the image, like, objects present in the image or interpretable attributes.

Section 6.3 covers the literature on learning binary codes and their applications.

In addition to learning semantically meaningful representations of the instances, low-dimensional binary

codes allow efficiency in a variety of large-scale machine learning (ML) applications. Low-dimensional

codes are crucial in extreme classification with millions of classes [23, 122, 48] and also critical in efficient

large-scale retrieval settings [167, 50, 264].

Compressing information into binary codes is challenging due to its highly non-smooth nature while

requiring the preservation of relevant information in an instance/class. This might explain the lack of good

classification accuracy for existing classification-based embedding techniques [113, 45]. To address that,

traditional methods often relied on side-information like attributes to construct class codes and then use that

to learn the instance codes [56, 4].

Learning binary embeddings can be posed in a variety of formulations like pairwise optimization [142]

or unsupervised learning [36, 216], in this work we focus on learning binary codes using a given labeled

multi-class dataset, e.g., ImageNet-1K. This allows us to couple the representation (code) learning of both

instances and classes thus enabling us to capture the underlying semantic structure efficiently to assist in

downstream tasks like classification, retrieval etc.

We propose LLC, a method to learn both class and instance codes via the standard classification task

and its setup without any side-information. Our Learning Low-dimensional binary Codes (LLC) technique,

formulates the embedding (code) learning problem as that of learning a low-dimensional binary embedding

of a standard deep neural “backbone”. Instead of directly training for the low-dimensional binary instance

codes, we propose a two-phase approach. In the first phase, LLC learns low-dimensional (k-bit) binary codes

for classes that capture semantic information through a surrogate classification task. Then in the second phase,

LLC uses these learnt class codes as an efficient alternative to learning instance codes in sub-linear cost (in

the number of classes, L) using the Error-Correcting Output Codes (ECOC) approach [64]. This two-phase

pipeline helps in the effective distillation of required semantic similarity between instances through the learnt
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class codes. For example, on ImageNet-1K with ResNet50, LLC is able to learn tight 20-bit codes that can

be used for efficient classification and achieve 74.5% accuracy compared to the standard baseline 77% on

ImageNet-1K (Section 6.5.1). Furthermore, we observe that the learnt 20-bit class codes capture intuitive

taxonomy over classes (Figure 6.1) while the instance codes retain the distilled class similarity information

useful in efficient retrieval and OOD detection.

Retrieval. To further study, the effectiveness of our learnt binary codes, we apply them to hashing-based

efficient retrieval, where the goal is to retrieve a large number of similar instances with the same class

label in top retrieved samples. Deep supervised hashing is a widely studied problem with several recent

results [34, 234] which are designed specifically for the learnt hashing-based retrieval. Interestingly, our

learnt instance codes through the LLC routine provide strikingly better performance while not being learnt

explicitly for hashing. For eg., using AlexNet, with just 32-bit codes we are can provide 5.4% more accurate

retrieval than HashNet’s 64-bit codes on ImageNet-100 (Section 6.5.2).

OOD Detection. We similarly apply LLC based learnt binary codes to detect OOD instances [104].

We adopt a simple approach based on our binary codes: if an instance is not within a Hamming distance

of 1 to any class codes, we classify it as OOD. That is, we do not fine-tune our OOD detector for the new

domain, which is critical in practical settings. In contrast, baseline techniques for OOD detection require a

few samples (eg., ≈ 3000 for ImageNet-750) from the OOD domain to fine-tune thresholds, while we require

no samples yet reaching similar OOD detection (Section 6.5.3).

In this work, we make the following key contributions:

• LLC method to learn semantically-rich low-dimensional binary codes for both classes & instances.

• Show that the learnt codes enable accurate & efficient classification: ImageNet-1K with 20-bits.

• Apply LLC to image retrieval task, and demonstrate that it comfortably outperforms the instance code

learning methods for hashing-based retrieval on ImageNet-100.

• Finally, use codes from LLC for strong & sample efficient OOD detection in practical settings.
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6.3 Related Work

Binary class codes were originally aimed at sub-linear training and prediction for multi-class classification.

The Error-Correcting Output Codes (ECOC) framework [64, 7, 72] reformulated multi-class classification

as multi-label classification using k-bit codes per class (codebook). The learning of optimal codebook is

NP-complete [47] which lead to use of random codebooks [113, 45] in traditional ML. However, there were

a few codebook learning [16, 280, 263, 13] and construction schemes using side-information from other

modalities [4]. The lack of a strong learnable feature extractor often deterred the gains these codebooks

provide for the classification and effective learning of instance codes. Attribute annotations can also help in

constructing class codes [5]. These binary codes are either explicitly annotated [75] or discovered [205, 76].

Attributed-based learning also ties into leveraging the class codes for zero/few-shot learning [150, 151, 4, 193]

expecting some form of interpretability.

Most methods that use class codes as supervision can produce instance codes [64]. However, the stan-

dalone literature of instance codes comes from requirements in large-scale application like retrieval (hashing).

In the past, most hashing techniques that created instance codes were based on random projections [50, 45, 44],

semantics [217, 56] or learnt through metric learning [142, 141, 192, 140], clustering [261, 216] and quantiza-

tion [84]. Deep learning further helped in learning more accurate hashing functions to generate instance codes

either in an unsupervised [36, 227] or supervised [167, 34, 234, 276] fashion. We refer to [176, 279, 256] for

a more thorough review on deep hashing methods.

Finally, embedding-based classification [45, 271, 23, 88] enables joint low-dimensional representation

learning for both classes and instances with an eye on sub-linear training and prediction costs. After distilling

the key ideas from the literature, we aim to a) learn semantically rich low-dimensional representations for

both classes and instances together, b) have these representations in the binary space, and c) do this with

minimal dependence on side-information or metadata.

LLC, to the best of our knowledge - for the first time, jointly learns low-dimensional binary codes for

both classes and instances using a surrogate classification task, without any side-information (Section 6.4).

The learnt class codes capture intrinsic information at the semantic level that helps in discovering an intuitive

taxonomy over classes (Figure 6.1). The learnt class codes then anchor the instance code learning which

results in tight and accurate low-dimensional instance codes further used in retrieval (Section 6.5.2). Finally,

102



both the learnt class and instance codes power extremely efficient yet accurate classification (Section 6.5.1)

and out-of-distribution detection (Section 6.5.3).

6.4 Learning Low-dimensional Binary Codes

The goal is to learn a binary embedding (code) function g : X → {−1, 1}k where X is the input domain

and k is the dimensionality of the code. We focus on learning embeddings using a labelled multi-class

data [113]. That is, suppose we are given a labelled dataset D = {(x1, y1), . . . , (xn, yn)} where xi ∈ X is

an input point and yi ∈ [L] is the label of xi for all i ∈ [n]. Then, the goal is to learn an instance embedding

function g : X → {+1,−1}k and class embeddings hq ∈ {+1,−1}k for all q ∈ [L] such that g(xi) = hyi

and g(xi) = g(xj) if and only if yi = yj .

Intuitively, for large-scale datasets, g(x) and hq should capture key semantic information to provide

accurate classification, thus allowing their use in application domains like retrieval or OOD detection. Note

that while we present our technique for learning embeddings using multi-class datasets, it applies more

generally to multi-labeled datasets as well.

Instance and Class Code Parameterization. For learning such embedding function, we assume access

to a deep neural architecture F ( · ; θF ) : X → Rd that maps the input x ∈ X to a d-dimensional real-valued

representation. θF is a learnable parameterization of the network; we drop θF from F wherever the meaning

is clear from the context. For example, ResNet50 is one such network that encodes 224× 224 RGB images

into d = 2048 dimensions.

Now, given a network F and x ∈ X , we formulate embedding function of x and the corresponding

multiclass prediction scores ŷ ∈ ZL as:

g(x) := B (P · F (x; θF )) , ŷ := B(C) · g(x) , (6.1)

where P ∈ Rk×d maps F (x) into k-dimensions and B(a) = sign(a) ∈ {+1,−1} is the standard bina-

rization/sign operator applied elementwise (with the assumption sign(0) = +1). Finally, C ∈ RL×k, and

ŷ = B(C) · g(x) represents the scores of each class for an input x. Note that for a class ℓ ∈ [L], B(Cℓ)
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(where Cℓ represents the ℓ-th row of C) is the learnt binary class embedding (code) of class ℓ ∈ [L], and

g(x) = B(P · F (x; θF )) is the learnt instance embedding (code) of instance x. Note that (6.1) is a general

purpose formulation for the problem of learning class and instance codes.

6.4.1 The LLC Method

Phase 1: Codebook Learning – B(C). Given labelled examples D, we use standard empirical risk

minimization to learn a multi-class classifier, i.e., we solve

min
C,P,θF

∑
(xi,yi)∈D

L (B(C) · (P · F (xi; θF )) ; yi) , (6.2)

where L : RL × [L]→ R+ is the standard multi-class softmax cross-entropy loss function. This is a standard

optimization problem that can be solved using standard gradient descent methods or other sub-gradient

based optimizers. However, one challenge is that B(C) is a binary matrix and B is a binary function, so the

gradients are 0 almost everywhere. Instead, we use the Straight-Through Estimator (STE) [18] technique

popular in binary neural networks domain [206], to optimize for C through the binarization. Intuitively, STE

uses binarization/sign function in the forward pass, but in the backpropagation phase, it allows the gradients

to flow straight-through as if it were real-valued. The codebook, B(C) refers to the collection of k-bit class

codes learnt in this process.

For ImageNet-1K, we learnt unique binary codes, B(Cℓ), for every class ℓ ∈ [L] of the 1000 classes

using only 20-bits, only twice the information-theoretic limit. As with the class representations from a

linear classifier, these class codes do capture intrinsically important features that help in discovering intuitive

taxonomy over classes (Section 6.4.2) among various applications (Section 6.5).

Phase 2: Instance Code Learning – B(P · F (x; θF )). Several existing techniques model C and P in

different ways to learn an embedding function similar to (6.1). However, these methods often try to only learn

instance codes and have challenges in maintaining high accuracy [34, 36] in a variety of applications because

optimization problem (6.2) is challenging and might lead to significantly sub-optimal classification error. For

example, for ImageNet-1K classification with ResNet50, the accuracy for our trained model (20-bits) at this

stage is 72.5% compared to the standard 77%.
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To remedy this, we further optimize our embeddings using the ECOC framework [64] for multi-class

classification, which essentially transforms the multi-class problem into a multi-label problem, which in turn

is k independent binary classification problems. That is, we use the k-bit codes learnt for each class as the

supervision to further train F ( · ; θF ) and P:

min
θF ,P

∑
(xi,yi)∈D

k∑
j=1

BCE (σ(Pj · F (xi; θF )) ; (B(Cyi,j) + 1) /2) , (6.3)

where σ is the sigmoid/logistic function, BCE is the binary cross-entropy loss between the j-th bit of

instance xi’s embedding, and the j-th bit extracted from the class embedding of it’s label yi (the function

z 7→ (z + 1)/2 is used to map {+1,−1} to {1, 0} to make it a simple binary classification problem per each

bit). We use gradient based optimization to learn θF and P. As mentioned earlier, ECOC framework allows

us to correct errors in classification. For example, with just 20 bits on ImageNet-1K dataset, the method now

achieves 74.5% accuracy with ResNet50 backbone.

The advantage of this two-phase pipeline where we start with a codebook learning for classes is that the

cost of learning instances codes reduces to a bottleneck of k-dims (≪ L) instead of the usual L . Furthermore,

these learnt low-dimensional binary codes for both classes and instances help in large-scale applications via

efficient classification and retrieval (see Section 6.5). Note that, unlike attribute-based methods [151], we do

not require additional meta-data, but learn binary codes by only using the standard classification task. This

also circumvents the potential instabilities of pairwise optimization in instance binary code learning which

often leads to poor class codes due to codebook collapse. At the end of LLC routine, we have learnt the

instance codes, B(P ·F (x; θF )), and class codes, B(C) to be used for downstream applications. Algorithm 1

presents LLC in full.

Overall, we present a simple yet scalable method to learn low-dimensional (exact) binary codes for both

classes and instances which in turn could power multi-class classification with sub-linear costs (in terms of

L) and efficient retrieval for large-scale applications. Using our method, we can consistently learn unique

low-dimensional binary codes for all 1000 classes in ImageNet-1K using only 20-bits (which is twice the

information-theoretic limit of ⌈log2(1000)⌉). Next, we discuss the learnt codebook’s intrinsic information

about the classes and their structure.
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6.4.2 Discovered Taxonomy and Visualizations

Figure 6.1: Discovered taxonomy over 50 classes of ImageNet-1K using the learnt 20-bit class codes. Related species
are well clustered while pushing away unrelated ones. Figure 3 in Appendix D of Kusupati et al. [146] contains the
codebook.

After learning the 20-bit binary codebook for 1000 classes of ImageNet-1K, we used the class rep-

resentation from B(C) of the first 50 classes to discover an intuitive taxonomy through agglomerative

clustering [187]. Figure 6.1 shows the discovered hierarchy. This hierarchy effectively separates birds from

amphibians; frogs and chickens are on extremes of the taxonomy and brings species with shared similarities

closer (lizards & crocodiles; marine life). While the taxonomy is not perfect, the 20-bits do capture enough

important information that can be used downstream.

Figure 6.2 shows the pair-wise inner-product heat maps for all the 1000 classes using 20-bits and 2048-

dimensional real representation; the comparison reveals that 20-bits indeed highlights the same substructures

Algorithm 1 The LLC Method
Input: D, F and B
Output: C, P and θF

1: Codebook Learning – B(C): Solve (6.2) using ERM and STE to get C, P and θF -

C,P, θF ← argmin
C,P,θF

∑
(xi,yi)∈D

L (B(C) · (P · F (xi; θF )) ; yi) .

2: Instance Code Learning – B(P · F (x; θf )): Further optimize P and θF by solving (6.3) using ECOC
framework and ERM by fixing C -

θF , P ← argmin
θF ,P

∑
(xi,yi)∈D

k∑
j=1

BCE (σ(Pj · F (xi; θF )) ; (B(Cyi,j) + 1) /2) .
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as the higher dimensional real-valued embeddings. Appendix D of Kusupati et al. [146] has a more detailed

discussion about quantitatively evaluating the discovered hierarchy and more visualizations.

(a) 20-bit codes (b) 2048-d real representations

Figure 6.2: The pair-wise inner product heat maps of class representations a) learnt 20-bit codes & b) learnt 2048
dimensional real representations for the 1000 classes in ImageNet-1K. Similar sub structures are highlighted in both
heatmaps and often correspond to local hierarchy present in the classes thus making a case that 20-bit codes distill
enough information to capture hierarchy of the classes.

6.5 Applications

In this section, we discuss three applications of the learnt low-dimensional binary codes: 1) efficient

multi-class classification (Section 6.5.1), 2) efficient retrieval (Section 6.5.2), and 3) out-of-the-box out-of-

distribution (OOD) detection (Section 6.5.3). We also present ablation studies on codebook learning, feature

separability and classification (Section 6.5.4).

6.5.1 Efficient Multi-class Classification

Recall that the proposed LLC algorithm outputs a) the learnt class codes (codebook), B(C) and b) an encoder

that produces instance codes, B(P · F (x; θF )) for x. We define a class codebook as a collection of L binary

vectors, one for each class in the dataset, that can then be used for classification of a test instance x. We can

use several “decoding" routines to classify an instance x, given its encoding and the learnt codebook. Below

we discuss two decoding schemes that are diametrically opposite in terms of the inference cost. Also, note

that the standard linear classification with real-valued representation and classifiers scale as O(L) in terms of
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computational complexity and model size.

Decoding Schemes

Exact Decoding (ED). Exact Decoding scheme expects the Hamming distance between the generated

instance code, B(PF (x; θF )), and the ground truth class code, B(Ci) to be exactly 0. That is, we can

hash the class codes in a table, and then ED requires only a O(1) hash-table lookup for a given instance.

Consequently, the inference time for ED is nearly independent of L. Naturally, the decoding scheme is

highly stringent and would misclassify an instance if the instance binary code and the ground truth code do

not match in even a single bit. Surprisingly, this highly efficient decoding scheme still provides non-trivial

accuracy (see Table 6.1 and Section 6.5.1).

Minimum Hamming Decoding (MHD). Minimum Hamming Decoding is akin to the Maximum Dot

Product used by standard linear classifiers. For an instance code, we evaluate the Hamming distance with all

the L class codes and output the class with the least Hamming distance. Note that the Hamming distance

over binary codes can be computed using XOR operations that are implemented significantly more efficiently

than the floating-point operations [206]. Even though, technically, computational complexity and model size

of MHD scales as O(L) but the real-world implementations should be an order of magnitude faster than

standard classifiers. In fact, for large number of classes L, the efficiency of MHD can be further improved

by using approximate nearest neighbour search [50, 19, 179]. Appendix A of Kusupati et al. [146] has the

mathematical presentation of the decoding schemes.

See Section 6.6 for more discussion on potential decoding schemes. Also see Section 6.5.4 for ablation

studies about the two decoding schemes along with feature separability (linear vs Hamming).

Empirical Evaluation

ImageNet-1K [215] is a widely used image classification dataset with 1000 hierarchical classes. Our

classification experiments use ResNet50 [98] and are trained using the ∼1.3M training images. Images

were transformed & augmented with standard procedures [145, 266]. All the implementations were in

PyTorch [196] and experimented on a machine with 4 NVIDIA Titan X (Pascal) GPUs.
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Table 6.1: Classification performance on ImageNet-1K with
ResNet50 using various class codebooks for training.

Codebook
Unique
Codes

ED
Accuracy (%)

MHD
Accuracy (%)

Random 20-bits 1000 64.07 66.91
CCA 20-bits 813 55.17 57.03
SVD 20-bits 969 65.12 69.18
LLC 20-bits (Ours) 1000 68.82 74.57

Table 6.2: Classification accuracy on ImageNet-1K
vs. bit length of the learnt class codebooks (§6.5.4).

LLC Length
Unique
Codes

ED
Accuracy (%)

MHD
Accuracy (%)

15 bits 990 67.20 71.03
20 bits 1000 68.82 74.57
25 bits 1000 67.93 74.79
30 bits 1000 67.51 75.13

When applied to ImageNet-1K, the first phase of LLC, learnt a 20-bit codebook with 1000 unique class

codes, i.e., every class has its own distinct binary code. We warm start the second phase of LLC by the learnt

ResNet50 backbone along with the 20 dimensional projection layer. See Appendix C of Kusupati et al. [146]

for the hyperparameter values and other training details.

A key feature of LLC is that it jointly learns both the class codebook as well as instance codes. Several

existing techniques decouple this learning process where the codebook is constructed separately and is then

used to train the instance codes [113, 47, 7, 72, 4, 263]. We evaluate the advantage of the joint learning

approach of LLC by comparing its performance against three strong baselines: i) Random codebook of 20-

bits, ii) 20-bit CCA codebook [4, 263, 280] & iii) 20-bit SVD codebook. Previous works [113, 47, 7] argued

that random codebooks are competitive to the ones constructed using side-information. 20-bit CCA and SVD

codebooks aim to capture the hierarchy that is amiss in the random codebook. The 20-bit SVD codebook is

built using the SVD of 2048 dimensional linear classifiers (for each class) in the pre-trained ResNet50, and

binarizing it. 20-bit CCA codebook is the binarized version of the transformed label embedding projected

on to 20 components learnt using CCA between 2048 dimensional representations of 50K samples from

the ImageNet train set and their one-hot label embeddings. Despite being able to capture the hierarchy

information, both 20-bit CCA/SVD codebooks suffer from clashes reducing their overall effectiveness.

Next, using the baselines codebooks and the corresponding learnt instance codes, we compute class

predictions for each test instance using the Exact Decoding (ED) & Minimum Hamming Decoding (MHD)

schemes mentioned in the previous section. We evaluate all the methods using top-1 accuracy on the

ImageNet-1K validation set. Baseline ResNet50 architecture represents the maximum accuracy we can hope

to achieve using binarized instance+class codes. Note that this baseline classifier requires O(L) computation

over 16-bit real numbers, and achieves Top-1 accuracy of 77%.

Table 6.1 compares the accuracy of LLC (with 20-bit codebook) against baseline codebooks mentioned
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above. Note that MHD with LLC codebook is 74.5% accurate, i.e., despite using only 20-dimensional

binary representation it is only about 2.5% less accurate than standard ResNet50 that uses 2048 dimensional

real-valued representation. Furthermore, we observe that compared to standard codebooks like SVD, our

jointly learnt codebook is 5% more accurate.

Interestingly, Exact Decoding (ED) – which is O(1) inference scheme – with LLC codebook is nearly as

accurate as the SVD codebook with MHD scheme and is about 12% more accurate than the CCA codebook

with ED scheme. Naturally, codebook length/dimensionality plays a critical role in classification accuracy;

see Section 6.5.4 for a detailed ablative study on this aspect. Finally, the gains in efficiency should be even

more compelling for problems with millions of classes [244].

6.5.2 Efficient Retrieval

The goal in retrieval is to find instances from a database that are most similar to a given query. Traditional

retrieval approaches, use a fixed metric to retrieve "similar points", with data structures like LSH for efficient

retrieval. Recent progress in Deep Supervised Hashing (DSH) [167] offer significantly more compelling

solutions by learning the hashing function itself. That is, DSH aims to learn binary codes for each instance

s.t. a pair of instances are embedded closely iff they belong to the same class, and then learns the hashing

function end-to-end using a small train set.

As LLC also learns instance codes to reflect class membership, we can directly use our learnt encoder

as a hashing function for given instances. For each query, the most relevant samples from the database are

retrieved based on the minimum Hamming distance. Similar to the decoding schemes in classification, the

retrieval can be optimized using approximate nearest neighbor search. Finally, the efficiency gains provided

by using bits instead of real numbers should enable deployment of LLC based retrieval for efficient high

recall portions of retrieval pipelines.

Empirical Evaluation

Following DSH literature, we evaluate hashing-based image retrieval on ImageNet-100, a benchmark dataset

created by Cao et al. [34]. ImageNet-100 has 100 classes randomly sampled from ImageNet-1K. All the

validation images of these classes are used as query images, all the training images (∼ 1300 per class) of
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Table 6.3: Efficient image retrieval on ImageNet-100 using
AlexNet compared using MAP@1000 (Appendix B of Kusu-
pati et al. [146]) across 16 – 64 bits.

Method 10 bits 16 bits 32 bits 48 bits 64 bits

HashNet [34] 0.1995 0.2815 0.4300 0.5270 0.5124
Greedy Hash [234] 0.2860 0.4247 0.5412 0.5720 0.5895
LLC (Ours) 0.3086 0.4305 0.5565 0.5749 0.6000

Table 6.4: Comparison of LLC based retrieval
vs real-valued representations with ResNet50 on
ImageNet-100 using MAP@1000.

Representation 8 dims 10 dims 64 dims

LLC (1 bit) - 0.6458 0.6773
Real (16 bits) 0.5041 0.6657 0.7794

these 100 classes are used as database images. Finally, 130 samples per class from the database are used as

the training set for learning binary codes or hashing functions.

We compare against HashNet [34] and Greedy Hash [234] for image retrieval using learnt instance

codes. HashNet learns the bit representations of instances using a pairwise optimization with positive and

negative instance pairs. HashNet is a representative baseline for an alternative way of learning binary instance

codes compared to LLC. On the other hand, Greedy Hash learns only the instance codes using straight-

through-estimator via the classification task. Note that LLC learns both class codes as well as instance

codes differentiating it from Greedy Hash style methods. Learnt instance codes are a byproduct of efficient

classification as opposed to baselines that optimize for them.

We use the Mean Average Precision (MAP@1000) metric for evaluation. The MAP@1000 calculation

code of HashNet [34] is erroneous and has propagated to several papers in the literature. We use the corrected

version, hence the accuracy numbers are different from the original paper. Please see Appendix B of Kusupati

et al. [146] for the corrected version, the changes required along with an example and a brief discussion. We

used the publicly available pre-trained HashNet models [35] and Greedy Hash [234] code to recompute the

MAP@1000.

Following HashNet [34], we use AlexNet [137] as the backbone and warm-start it with a pre-trained

model on ImageNet-1K. We add a projection layer to the backbone and learn the instance and class codes.

We also report retrieval numbers with ResNet50 [98] and compare LLC based retrieval numbers to learnt

real-valued representations. Please see Appendix C of Kusupati et al. [146] for the training details and

hyperparameters of efficient retrieval pipelines.

Table 6.3 shows the performance (evaluated using MAP@1000) for HashNet, Greedy Hash, and LLC

across various code lengths. LLC outperforms HashNet across all code lengths (16 – 64) by at least 4.79%

on MAP@1000. LLC is also better than Greedy Hash across all the bit lengths. LLC also outperforms 16-bit

HashNet by 2% & 15% using only 10 & 16 bits respectively. Finally, 32-bit LLC comfortably outperforms
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both 48 & 64-bit HashNet showcasing the effectiveness of our learnt tight bit codes. Note that LLC, learning

both instance and class codes, is effective in retrieval even though it was designed for classification.

We repeat the retrieval experiments with ResNet50. Table 6.4 shows the MAP@1000 for LLC with 10

and 64 bits along with the same dimensional real-valued representations. The 10-bit LLC is only 2% lower

than 10 dimensional real-valued representation even though theoretically, the cost associated with 10-bit

LLC based retrieval is about 256× less than 10 dimensional real representations.

The 64 bit and 10 bit LLC outperforms 10 and 8 dimensional real-valued representations respectively at a

much cheaper retrieval cost, at least by an order of magnitude. More discussion about the use of binary codes

for retrieval at a large scale can be found in Section 6.6. Finally, 10-bit LLC with ResNet50 outperforms

the best performing AlexNet based models for the same task, suggesting ResNet50 is a more appropriate

architecture for benchmarking DSH literature.

6.5.3 Out-of-Distribution (OOD) Detection

For a multi-class classifier, detecting an OOD sample is very important for robustness [104] and sequential

learning [249]. Multi-class classifiers are augmented with OOD detection capability by setting a threshold on

heuristics like maximum logit which is tuned using a validation set.

We focus on the scenario where the ratio of in-distribution to out-of-distribution samples in the validation

set is not representative of the deployment. This throws off the methods that try to maximize metrics, F1,

using a validation set. Our learnt class codebook from LLC comes with over-provisioning (for ease of

optimization) resulting in unassigned codes. These unassigned codes can be treated as OOD out-of-the-box

with no tuning whatsoever. That is, we classify an instance as OOD if its instance code does not match exactly

with the code of a class in our learnt codebook.

Appendix E of Kusupati et al. [146] discusses the OOD detection experiments on ImageNet-750 [249] &

MIT Places [281]. At a high level, LLC based out-of-the-box OOD detection (with a learnt 20-bit codebook

on ImageNet-1K) achieves nearly the same OOD detection accuracy as a baseline [104] that tries to maximize

F1 using a validation set. We would like to stress that while such a method needs ≈ 3000 points in the

validation set, our method requires no samples, which is critical in several practical settings.
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6.5.4 Ablation Studies

Classification Accuracy vs Number of Bits. Table 6.2 shows the trade-off in classification accuracy with

the variation in the length of the learnt codebook for ImageNet-1K. LLC learns a 15-bit codebook with

only 990 unique codes leading to a loss of accuracy due to code collapse in both ED and MHD schemes

(1.62% & 3.54% compared to 20-bit codebook respectively). An interesting observation is that the ED

accuracy gradually goes down after 20-bits while the MHD accuracy keeps on increasing. The phenomenon

of increasing accuracy with MHD is probably due to the increase in the capacity of both instance and class

codes. However, the decrease in ED accuracy after 20-bits can be explained through the hardness in exactly

predicting every bit in the instance code to match the ground truth class code. Our classification model with

20-bits on average gets 19.2 bits correct but the model with 30-bits only gets 28.5 bits right. This increase

in uncertainty coupled with the stringent ED scheme leads to a slight dip in accuracy as the code length

increases. However, this also provides us with a path for more accurate decoding schemes while being

efficient as discussed in Section 6.6.

Classification Accuracy vs Faster Codebook Learning. Codebook learning phase of LLC is expensive,

this motivated us to speed up codebook learning at a minimal loss in accuracy. One way is to warm-start the

codebook using the ones built with SVD/CCA (see Section 6.5.1). While these codebooks suffer from code

collapse, with further training, they start to learn 1000 unique codes quickly. Using these final codebooks

gets to a comparable (1% drop) accuracy as the 20-bit learnt LLC codebook but at a relatively cheaper

training. Another option is to use only a portion of the data and a much smaller network to learn the codebook.

We sampled 50K training images and use a MobileNetV1 [111] (which has about 6× less parameters and

compute than ResNet50) to learn a 20-bit codebook which gets to ED and MHD accuracy of 66.62% &

72.55% which is only 2% lower than the end-to-end learnt codebook but at a fraction of the training cost (3

hrs vs 2 days).

Linear vs Hamming Separability. Fitting a deep neural network to the learnt codebook for classification

results in warping of the feature space considerably. The final classification space is a hypercube with the

vertices being apart by Hamming distance of 1. To verify linear separability, we take the learnt, frozen

ResNet50 trained for the 20-bit classification problem and fit a linear classifier on top of the 2048 dimensional

113



features. Linear classifier quickly reaches a top-1 accuracy of 75.51%.

The opposite does not seem to be true. We extract and freeze the backbone of a pre-trained ResNet50 and

train a projection layer to fit the 20-bit learnt codebook. This gets to top-1 accuracy of only about 21% with

the ED scheme. However, we also observed that unfreezing and finetuning the last 3 layers of the backbone

recovers the top-1 ED accuracy to roughly 68%.

These experiments show 1) Hamming separability inherently enables linear separability, 2) Linear

separability does not imply Hamming separability & 3) with enough overparameterization, linearly separable

space can be warped to support Hamming separability. Hamming separability automatically provides linear

separability with increased accuracy of ∼ 1% over the MHD scheme which allows for an option for using a

more powerful yet simple classifier, in case of accuracy requirements.

Independent vs Nested Codebook Learning. Consider a scenario with varied computational budgets for

classification. We could either train independent k-bit models (eg., k = 20, 25, 30) and use them according to

the budget, or we could learn a single nested codebook-based model that can be readily adapted to any of these

settings. While training a codebook of larger bit length like k = 30, we can ensure that the first m-bits, m < k,

also form a codebook at minimal additional cost. We were able to stably train a 30-bit codebook and also

extract 20, 25-bit codebooks from it all of which are as accurate as independently trained codebooks. These

nested codebooks have the potential to be used based on the computational resource availability for efficient

classification without having to retrain. All this capabilities are enabled by Matryoshka Representation

Learning [147] presented in Chapter 2.

6.6 Discussion and Conclusions

We designed LLC to learn low-dimensional binary codes for instances as well as classes, and utilized

them in applications like efficient classification, retrieval, OOD detection. A key finding is that combining

class code learning with ECOC framework to learn instance code leads to a stable training system that can

accurately capture the semantics of the class data despite just 20-dimensional code. Traditionally, methods

like HashNet, KLSH [141] attempt to learn hashing function using pairwise loss functions by embedding

instances such that points from the same class are embedded closely and points from different classes are
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far. But such formulations are hard to optimize, due to the risk of embedding collapse. We observe that

LLC by using instance-wise formulation can train stably with significantly higher performance. Another

fascinating observation is that while architectures like ResNet50 have large intermediate (2048 dimensional

real) representations, they can be compressed to just 20 bits without significant loss in accuracy! Even though

quantization [206] literature demonstrates strong compression of representations, we believe such stark

compression has been elusive so far and is worth further exploration from the efficient inference viewpoint.

Limitations. Our visualization (see Figure 4 in Appendix D of Kusupati et al. [146]) indicates that each

bit does not correspond to some easily interpretable attributes, unlike DBC [205]. We believe incorporating

priors with weak supervision as well as cross-modal learning could help LLC get past this limitation.

ED and MHD schemes are on two ends of the computation vs accuracy spectrum and do not transition

smoothly. Designing decoding schemes that can compromise between these two extreme decoding schemes

might be able to address this limitation.

Strong encoders are needed to warp the feature space to ensure Hamming separability. For example, using

a 20-bit learnt codebook with ED scheme, ResNet50 gets to 68.8% top-1 accuracy whereas MobileNetV1

can only reach 53.23%. This also ties into the argument that classification is a trade-off between encoder and

decoder costs. Making decoders efficient and cheap, puts the burden on encoding the information in the right

way and higher expressivity often helps in that cause.

Future Work. There are several exciting directions that we would like to explore. In principle, LLC can

easily incorporate side-information when needed with simple additional losses during training. The additional

regularization losses can also help in incorporating natural constraints on the codebook [47, 7] or can enable

attribute-based class codes for interpretablity [75, 76, 151] making them exciting directions to explore. LLC

algorithm can also be used to encode instances of multiple modalities like audio, visual, language to the

same learnt low-dimensional binary space. This might help in effective cross-modal supervision along with

retrieval among various other applications.

Potential in Large-Scale Applications. While our focus was on designing low-dimensional accurate

binary codes, several studies [206, 116] have shown that efficiency afforded by bit-wise computation over
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floating-point computation can lead to almost an order of magnitude speed-up. Furthermore, as the number

of classes increases, the learning of class codebooks helps in training representations in sublinear costs [45]

along with sublinear inference (in L). We expect LLC algorithm to have its efficiency benefits outweigh the

accuracy drop for large multi-class/multi-label problems, like objection recognition using ImageNet-22K [55],

document tagging [244, 200] and instance classification [264]. The efficiency aspect of the binary codes has

not been fully explored in this paper as the main computational bottleneck for ImageNet-1K classification is

the deep neural network featurizer.

Lastly, LLC based efficient retrieval can be used for the initial high-recall shortlisting of a search pipeline,

which is followed by high precision models operating on more expressive yet expensive embeddings. We

leave practical demonstration of such a system at web-scale for future work.
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Chapter 7

Discussion, Conclusion and Future Work

I believe that the works presented in this thesis are a right step towards adaptive intelligence in web-scale

AI/ML systems. A testament to this is the wide-spread adoption of these works in real-world deployments at

the internet scale across both industry and open-source.

Matryoshka representation learning (MRL) [147] presented in Chapter 2 is now a default design choice

for quite a few dense embedding applications. Most notable are the state-of-the-art text embedding models

ada-v3 by OpenAI [194] and gecko by Google [154] that help power a wide range of retrieval and retrieval

augmented generation (RAG) [159] across millions of users. Google also made MRL a default for many of

its embedding models powering web-scale image products – serving over a billion users daily. Pinterest has

used MRL as part of their LinkSage [199] recommendation system. Further, the simplicity and scalability of

the idea attracted a lot of interest from the open-source community through Hugging Face [74] where several

of the most popular embedding models [3, 2] are powered by MRL. This further led to vector database and

retrieval communities implement naive version of adaptive retrieval at scale [236]. Adding to this, improved

training dynamics due to MRL, led to state of the art cross modal retreival models [247]. Overall, MRL, either

through pretraining or fine-tuning, has become a drop in design choice for any dense vector representation

based models and systems – owing to inherent adaptivity.

In a similar vein other works have been used extensively or showed promise at scale. AdANNS [209],

presented in Chapter 3, built to levergae MRL for web-scale search systems has show to scale to tens of billions

of documents while enabling adaptive inference on a fixed ANNS index for the first time. MatFormer [63],
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presented in Chapter 4, is tested for web-scale applications as the next generation Transformer architecture

for seamless compute adaptivity and also has introduced adaptive query processing for web-scale search,

for the first time. Further, STR [145] presented in Chapter 5 has been used extensively for efficient models

through pruning at companies like Apple while also helping the community rethink fundamentals of sparsity.

Finally, LLC [146] presented in Chapter 6 when combined with MRL was able to encode 1 billion images

with 8 bytes per image – totaling to 8 GB, at least 4× cheaper than exisiting techniques – while retraining the

recall during retrieval. Owing to the nested structure and binary precision, the representation acts as its own

search index and can enable near O(1) search on a regular smartphone, thus paving the way for web-scale

offline search. This further helps us in “Indexing the World” in a differentiable fashion, allowing for data and

interactions to control the knowledge organization for an accurate and efficient knowledge discovery.

I envision a future where AI systems cater to every user accurately, reliably and equitably based on their

needs in real-time. To realize this goal, I will explore the following directions in the near future.

End-to-end elastic search. Bringing together everything I have developed towards elastic modelling,

representations and ANNS will result in a truly elastic end-to-end learned search system that maintains

accuracy for head tasks at fraction of the cost while being able to spend lot more resources to cater the rare

tail queries to not leave any data or user behind.

Indexing the world. Rethinking search through end-to-end representation learning and compression opens

up a new and on-the-fly way to index the entire world, not just the web. Imagine a robot that is moving

around and perceiving its surroundings, at the moment it can rarely remember everything it saw, heard or felt.

Enabling efficient representation that doubles as index of the perceived states would help any embodied or

intelligent agent make a more informed decision like what a human or even a crow would. This also helps in

improving privacy by enabling on-device indexing and search without compromising on accuracy for smart

devices [117]. Beyond perception, this representation learning paradigm assists in any setup that requires

accurate and fast search on all the candidates like in drug discovery [49] or protein structure generation [243].

I wish to expand on potential applications of efficient large-scale search and storage across natural sciences

for a more grounded use of generative foundation models.
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Contextual foundation models. Hallucinations are the Achilles’ heel of modern generative models,

especially for tail tasks. While post-hoc retrieval augmentation [159, 208] can fix some of the issues and

make the generations more grounded and diverse, I look forward to building contextual foundation models

that are explicitly designed and optimized to leverage retrieval of relevant contextual data and external

memory banks as core components in their inference [25].

Continually learning intelligent systems. While human learning is never-ending, the machine equivalent,

continual learning has hit a road block owing to the issues in evaluation [251]. Loosely drawing parallels to

human brain or to a great extent emulating the modern-day computer architecture, elastic models can act

as hierarchical information packing and learning entities. I would like to revisit continual learning, through

the lens of elastic and contextual modeling, in real-world to capture trends across temporal scales while

discovering new things along the way [252] to eventually build a world model alongside fast local models

across time-scales [131].

In sum, my research focused on designing fundamental ML algorithms with strong empirical performance

and real-world deployability geared towards enabling efficient, elastic and contextual – adaptive – intelligence

that can bring the systems ever so close to the efficiency of the human brain [185].
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